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Abstract 

 
Sentiment analysis is an area of Natural Language Processing that aims to find the 

sentiment associated to texts. It has gained attention of researches due to the so-called web 2.0 

that enabled users to generate their own content. The latest state-of-the-art works has 

demonstrated that affective lexicons improve the results of sentiment analysis in text, 

especially in microblogs like Twitter. Using this evidence, this work makes the hypothesis 

that adding more lexicons can help the sentiment analysis pipeline. It shows an empirical 

study of 17 affective lexicons and how they can help with the task of sentiment analysis in 

short messages. The main differential of this work is in the huge number of lexicons studied 

and applied, mixing polarity lexicons (positive, negative and neutral), commonly used in 

sentiment analysis, with emotional lexicons (anger, sadness, joy, etc.), used mainly in 

personality computing. It also presents a method that uses Genetic Algorithms to combine the 

lexicons with minimal effort generating a model with good performance when compared with 

the best models of the SemEval’s Sentiment Analysis competition. 

 

 

 

Keywords: Sentiment analysis; Affective; lexicons; Machine Learning 
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Resumo 

 
A Análise de Sentimentos é uma área do Processamento de Linguagens Natural que 

busca encontrar sentimentos em textos. Ela ganhou mais atenção com o surgimento da web 

2.0, já que os usuários podem se transformar em criadores de conteúdo. Os últimos trabalhos 

considerados estado da arte têm demonstrado que léxicos afetivos contribuem para melhorar o 

desempenho da análise de sentimento em textos, especificamente em microblogs como o 

Twitter. Baseado nesta evidência, este trabalho sugere a hipótese de que a adição de mais 

léxicos pode ajudar cada vez mais na tarefa de análise de sentimentos, demonstrando de 

maneira empírica a contribuição de 17 léxicos afetivos. O grande diferencial deste trabalho se 

encontra no estudo e aplicação de uma enorme quantidade de léxicos com anotações de 

polaridade, geralmente usados em análise de sentimentos, assim como léxicos com anotações 

de emoções (raiva, tristeza, angústia), comumente usado na área de extração de personalidade 

em texto. Também é mostrado um método que usa Algoritmos Genéticos para fazer a 

combinação destes léxicos com pequeno esforço gerando modelos com bom desempenho 

quando comparados com os encontrados na competição do SemEval.   

  

 

 

Keywords: Análise de sentimentos; afetiva; léxicos; Aprendizagem de máquinas. 

 





1. Chapter 1 

Introduction 

The Internet in its current state, the so-called Web 2.0, enabled individuals to become 

content creators. Anyone, sometimes even with little resources, can express their idea and 

reach a very high audience. For example, someone from Africa can share his everyday life 

with people from Europe. A music or video clip from an unknown artist can become an 

instantaneous hit all over the world creating a worldwide celebrity overnight. 

 The rapid communication changed the society's pace. Changes are fast and people 

react to them very quickly. This influence business and lifestyle, constantly changing the 

society mindset. Big websites emerged in this communication revolution becoming the place 

to share ideas in a collective manner. According to the website Statista1 there were in January 

of 2016 1.55 Billion users on Facebook and 320 Million active users on Twitter while the 

world population is 7.3 Billion, according to www.census.gov2. It means that 1 in 6 people on 

Earth are somehow connected through Facebook. According to Eric Schmidt3, CEO of 

Google, in 2010 every two days it was generated as much information as the whole history of 

humanity until 2003. 

In the information era, knowledge is power and the ones that are able to read big 

amount of information and translate that into actions may have an advantage. With the 

massive amount of information created every day, it is impossible for humans to read 

everything. This is when automatic methods and most of all Natural Language processing 

                                                
1 http://www.statista.com/statistics/272014/global-social-networks-ranked-by-number-of-users/ - visited on 
March 2016 
2 http://www.census.gov/popclock/ - visited on March 2016 
3 http://techcrunch.com/2010/08/04/schmidt-data/ - visited on March 2016 
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come into the game, translating a lot of content into simple and comprehensive information 

enabling companies and individuals to understand what people talk and feel collectively.  

   

1.1. The problem 

  

Affective computing is the name given for the part of Artificial Intelligence that tries 

to find the subjectivity expressed by human beings. Whether it is based on text, gestures, 

expressions, speech or even key strokes, the challenge is to make the computer quantify the 

current state of its user or its emotional characteristics, enabling an improvement in the 

interaction between human and machine. Specifically on texts, affective computing relies on 

techniques of text analysis called Natural Language Processing (NLP) to try to infer the 

personality, emotions and opinions of the text’s author.  

The terms affect, feelings, emotion, sentiment and opinion are used interchangeably 

but in the work of [MMSP14] they set some differences between them. Affect is something 

more abstract and it is in the top of their classification. Feelings are related to the memory we 

have about a situation so it can be labeled and detected from text. Emotions are the reactions 

from the body associated with the feelings and what is detected in texts is the consciousness 

experience of factors that characterize emotions. Sentiments should be related to past 

experiences with something creating a memory and finally, opinion are the punctual and 

personal interpretation of information and it may contain emotion or sentiment attached to it. 

In practice, these differences in the definition are not so subtle. It is very hard for 

humans to properly distinguish and set apart what is being felt and put it on text. This mix of 

senses and situations created many areas of study in the so called affective computing.  

Although Sentiment analysis (SA) and opinion mining (OM) are not exactly the same, 

they generally indicate the same task. According to [PaLe08], SA first appeared in the works 

of [DaCh01, Tong01] and it was defined as “automatic analysis of evaluative text and 

tracking of the predictive judgments therein”. In the other hand [DDLL03] defined OM as 

“process a set of search results for a given item, generating a list of product attributes (quality, 

features, etc.) and aggregating opinions”. In short words, SA would define the positive and 

negative sentiment towards a text while OM defines positive or negative sentiments towards a 

specific subject in the text. 
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Emotional analysis (EA) is the task to infer the emotion (anger, sadness, happiness, 

etc) contained in text. One of the biggest difficulties in this task is the lack of a consensus 

amongst researchers on how to properly represent emotions. [RuMe77] used three dimensions 

to define many emotions using the pair pleasure-displeasure, arousal-nonarousal and 

dominance-submissiveness. [COCC89] describe emotions as likes and dislikes of objects, 

pleasure and displeasure of agents and approval and disapproval of events. [Ekma92] 

classify “happiness, surprise, fear, sadness, anger and disgust combined with contempt” as 

basic emotions.  

Differently from sentiment and emotional analysis, Personality Recognition from Text 

(PRT) tries to infer the personality of the author. The main difference between analyses is that 

while OM and SA are punctual analysis determining the sentiment of one piece of 

information PRT tries to infer something that is continuous, that is part of someone. While 

opinion analysis output relies on a general sense of the felling of an input where most of 

people can detect it, PRT rely on psychological features and is much more related to the 

psychological sciences [PCEP16]. 

Amongst the models that try to infer the personality, the most used is the Big Five 

proposed by [JoDL91]. It describes ones personality in a measure of 5 scales [ViMo00]: 

• Extraversion: Active, Assertive, Energetic, Outgoing, Talkative, etc. 

• Agreeableness: Appreciative, Kind, Generous, Forgiving, Sympathetic, Trusting, 

etc. 

• Conscientiousness: Efficient, Organized, Planful, Reliable, Responsible, 

Thorough, etc. 

• Neuroticism: Anxious, Self-pitying, Tense, Touchy, Unstable, Worrying, etc. 

• Openness: Artistic, Curious, Imaginative, Insightful, Original, Wide interests, etc. 

 

Self-assessment questionnaires like NEO-Personality-Inventory Revised (NEO-PI-R, 

240 items) [CoMc95] are widely accepted and used as the ground truth to compare the 

automatic detection results in detecting personality traits. 

In this scenario of affective computing many techniques were created to try to infer 

sentiment, opinion, emotions and personalities. In [Moha15], the author generates a long 

survey on methods and applications of affective computing in public health, politics, brand 

management, education, etc. This work will focus specifically on the use of affective lexicons, 
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dictionaries that carry information about the words and the affective weight associated to 

them, one of the most used techniques across-domains. 

Amongst the disadvantages of this approach is that lexicons may have limited 

coverage of the words present in the analyzed text as their construction are domain specific 

[LiCC15]. Another problem is that the word’s lexical and sentimental characteristics are not a 

consensus [WiWC05] and that is reflected in its sentiment values. A third problem is that the 

sentiment values may be associated to words directly thus not taking into account its syntactic 

or semantic meaning [AlPG12] creating wrong interpretation of the words polarities and 

sentiments. Adding to this list, lexicons were created in different times, using different 

techniques, they carry different measures and scales and were evaluated in different datasets. 

Even with the afore mentioned list of issues, the use of lexicons is still a good 

technique to help infer sentiments on short texts like the ones found in Twitter. In the later 

section 3.6 it will be shown that the best SA models rely on affective lexicons to create 

features that are usually amongst the most relevant to the model’s performance. 

As far as we know, there is no work that study specifically the affective lexicons 

contribution and which ones are more indicated in the Twitter sentiment analysis task. This is 

the problem that we address in this work. How to use the many existent lexicons, created to be 

used in the general and similar but not equal tasks of SO, SA, EA and PRT and maximize the 

results of the specific task of Sentiment Analysis of short texts.  

 

1.2. Motivations 

Twitter1 sentiment analysis has become so popular that in 2013, in the annual 

Conference on Semantic Evaluation Exercises (SemEval), an internal competition was created 

(Nakov et al., 2013). The main objective of the organizers was to help develop the studies on 

the subject and standardize the datasets and metrics used so that the methods could be 

compared properly and fairly. The competition has been so successful that it later became a 

track on its own. Since the initial edition, it has grown yearly in number of participants and 

the systems created every year outperforms the ones created before. 

A deeper analysis of the winner systems will be presented in chapter 3 but in summary 

most of the winners rely on affective lexicons, specifically in some automatically created that 

were used to win the first-year edition. 
                                                
1 www.twitter.com 
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The motivation of this work is to create a system to compete against the state-of-the-

art systems presented in the SemEval competition. It will be based on many already created 

lexicons used in different NLP tasks. 

 

1.3. Hypothesis 

Analyzing the progression of the created systems submitted to the SemEval 

competition it can be seen that, apart from the Neural Networks and Deep Learning models, 

what sets apart the winning solutions is the use of bigger and more task specific tailored 

lexicons [RNKM15].  

The hypothesis that this work is based on is that the combination of lexicons, whether 

it contains sentimental or emotional content, whether it was manually or automatically 

created, produce bigger coverage in the corpus as well as more certainty to the words 

polarities. The combination of more lexicons can achieve better results on sentiment analysis 

task than the use of just a few. 

 

1.4. Objectives 

This work has the objective to test the affective lexicons individually and create a 

method that use many of these lexicons used on Personality Recognition from Texts, 

Emotional Analysis, Sentiment Analysis and Opinion Mining and check if they can help to 

correctly identify the sentiment (polarity) on micro-blogging posts and how to use and mix 

them to achieve the best performance in the task of Sentiment Analysis. 

The following additional questions will enable a deeper understanding of the problem:  

Q1: Are there lexicons with better performance? Is there a way to identify them? 

Q2: Can different features created from the lexicons produce better performance than 

the simple count of the words and or sum of word polarities?  

Q3: What lexicons combinations can yield the best performance? Can they all be put 

together to create a model with the best performance? 

Q4: Is there a pattern that can identify the best lexicons? 

 

  



 26 

1.5. Structure 

In Chapter 1 a brief introduction to the Natural Language Processing area is done as 

well as some of the motivations and challenges on this area, the Sentiment and Emotional 

Analysis, Opinion Mining and the Personality Recognition in Text problems and the main 

objective of this work. 

Chapter 2 will describe affective lexicons created for OM, SA and PRT. 

Chapter 3 will lay the foundations of Sentiment Analysis, common features and 

machine learning algorithms used.  

Chapter 4 describes the creation of the base model and the study of each of the many 

lexicons used in this work 

Chapter 5 explores the use of Genetic Algorithm to search for the best lexicon 

combination and the results it achieves in the SemEval’s datasets 

Chapter 6 concludes this work with the conclusions and future works possibilities.   
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2. Chapter 2 

Lexicons 

According to the Oxford Dictionary, lexicon is “the vocabulary of a person, language 

or branch of knowledge”. In the last context, affective lexicons serve as a vocabulary of the 

sentiment associated to words. It is a lookup of the terms previous polarity and sentiment that 

can be used to indicate the general sentence sentiment. After they are created, their use is 

usually simple and computationally they don’t demand much processing. The words can be 

stored in memory and retrieved with linear time O(n) making them a good addition to the 

automatic sentiment analysis pipeline. Sentiment analysis systems based on lexicons have 

proven to be very effective [HaBB15, HPBS15, MoKZ13, MSHO14].  

In the early 2000s lexicons were created mainly with hard labor of a team of 

researchers who needed to manually check each of the word in a context and then determine 

what the word sentiment was. A final annotator had to merge the inter-annotators opinions 

compiling the final list of words and the sentiment associated with them. As one could expect, 

people have different views and understanding of the text and that translates to different 

values assigned to the words. Consequently, affective lexicons are created using a major 

consensus rather than a total agreement of word’s sentiments. Manually created lexicons are 

expected to have a better representation of the real world sentiment (higher precision) but the 

mount of words that they recognize is smaller (lower recall) [ZGDH11]. 

With the recent evolution of computing power and the access to higher amount of 

human made texts, automatically made dictionary became possible. Specifically in short text 

messages or phrase analysis, Twitter’s API enables open access to practically unlimited 

corpora that can be used for text analysis. For instance in [TWQZ14] 10 million tweets were 
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collected and in [GoBH09], 16 million. The creation of dictionaries has become easier, 

cheaper and faster enabling the creation of context specific dictionaries that leads to higher 

coverage of words and consequently better precision and recall on the affective recognition 

task. 

This chapter presents some of the affective lexicons that can be found in the literature. 

As the purpose of this work is to use lexicons employed in Sentiment Analysis, Emotional 

Analysis and Personality Recognition, they will be presented using this classification and a 

general category will present other lexicons that exists and need to be studied to better 

understand the creation of some affective lexicons.  

 

2.1. General Lexicons 

This section introduces the most used and referenced general lexicons. Although not 

being constructed directly for sentiment analysis, General Lexicons form the base of many of 

the affective lexicons presented in this work. 

 

 
2.1.1. WordNet 

WordNet’s [Fell05] construction started in 1986. It is not an affective lexicon, but as it 

forms the base of many of the affective lexicons, it needs to be explained. It is a large lexical 

database of English nouns, adjectives, adverbs and verbs that are grouped forming groups of 

words with related concepts. These groups are linked by means of conceptual-semantic and 

lexical relations. The most common relation is the super-subordinate relation (hyperonymy or 

hyponymy) forming synsets like {furniture - piece of furniture}. Other noun relations are 

meronymy, part-whole relation like {car - wheel}, verbs relations include hierarchy as in 

{communicate}-{talk}-{whisper}, adjectives form antonymic synsets as in {wet}-{dry} or 

conceptually similar (semantically) as {dry}-{arid}. Figure 2-1 graphically show a {similar 

to} relation between the word nascent and other words meaning for example that the word 

emergent is similar to nascent. 

As any manually created lexicon, WordNet has limitation of words, concepts and the 

relation of words but still is one of the biggest concept nets created. In the 3.0 version, the 

most recent, it is composed of 155,287 words and 206,941 word-sense pairs. 
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Figure 2-1 Graph generated from WordNet adjective nascent and {similar to} relations. 

 
2.1.2. General Inquirer 

General Inquirer [SHDS66] is one of the oldest manually created lexicons and 

contains 11,789 words gathered from 3 different sources that are classified amongst 182 

categories developed for social-sciences. The biggest category is “negative” with 2291 

entries. There are 2 big valence categories (positive and negative), categories based on 

Harvard IV-4 that define semantic, pleasure, pain, virtue and vice, overstatement, language of 

a particular institution (academic, military, etc.) and others, Lasswell [LaKa50] value 

dictionaries that encompass deference domains (power, rectitude, respect, affiliation) and 

welfare domains (wealth, well-being, enlightenment and skill) and finally categories based on 

social cognition. Table 2-1 exemplifies some words that have positive valence and have their 

origin in the Harvard and Lasswell dictionaries. A better understanding of the values and 

columns can be found in the use instructions1. 

 

  
Table 2-1 Example of words, their sources and one category of valence. 

 
  

                                                
1 http://www.wjh.harvard.edu/~inquirer/spreadsheet_guide.htm 
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2.1.3. MRC Psycholinguistic Database Machine Usable Dictionary  

The dictionary created in [Wils88] is a collection of other works in the linguistic and 

psycholinguistic area. It is composed of 150,837 words, 115,331 unique, classified in up to 26 

categories that represent classification of words according to frequency occurrence, word 

pronunciation, syntactic category, the status of the words (e.g. dialect, poetical, rare), the use 

of capital letters (indication of proper nouns), the indicative of being a derived word (e.g. 

Baptist from baptism), the plural form existence as the same words or irregular word and 

phonetic description. Table 2-2 show the distribution of the words across the many categories. 

 
Table 2-2 Original table of the properties described in the dictionary in [Wils88] 

 
2.1.4. Brown Clustering 

In [Brow92] the author described an algorithm that assign words to clusters. The basic 

idea of the algorithm is to assign the words to individual classes and then start merging the 

classes one by one maximizing the average mutual information of the classes. In this scenario, 

the mutual information will be a measure indicating how often 2 words are seen together in 
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the text. The final result, trained over a corpus of 365M words resulted in 260k individual 

words assigned automatically to 1000 clusters and can be seen in Figure 2-2. 

 

 
Figure 2-2 Words in their formed cluster, as shown in the original paper [Brow92] 

 
2.2. Opinion Lexicons 

This section presents the most used opinion lexicons. It is not meant to be an 

exhaustive list but the most used in SemEval’s and sentiment analysis works. 

 
2.2.1. Bing Liu's Lexicon 

The orientation dictionary constructed by Bing Liu is composed of 4783 negative 

words and 2006 positive words captured along many years of research. The construction 

started in [HuLi04] where they manually selected 30 adjectives that had positive and negative 

orientation. Using WordNet and the relation between words, they found the synonyms and 

antonyms of the seeds and used the new-found words as another set of seed to iteratively find 

the polarity of adjectives. Adjectives that were not found are discarded. Figure 2-3 shows an 

example of two adjectives, their antonyms and synonyms. 

 

 
Figure 2-3 Bipolar adjectives, synonyms and antonyms [HuLi04] 

 
The use of the dictionary is straight forward where the word polarity is indicated by its 

presence in either the negative or positive word list. 
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2.2.2. SentiWordNet 

SentiWordNet [BaES08] is derived from the original WordNet and the words 

relations. Using a two-step approach, the authors first used a semi-supervised learning where 

a set of positive and negative seeds were chosen and iteratively new synsets were added to the 

list receiving its polarity based on the antonym or synonym relation. The word’s glosses 

(word definition) of the first steps are then used as input for a committee of 8 classifiers 

trained to determine the positive, negative and objective score of each word. The output of the 

classifiers is averaged resulting in the words’ final score.  

The second step in the process is the creation of a graph where words form links in the 

graph if one is contained in the definition of the other. The polarity score received is the same 

calculated in the step one. A random walk process is then used to converge the values of all 

the synsets in a process defined as “inverse flow-model”. 

The final result is a list of words (SynsetTerms in Table 2-3) with their POS, the 

positive and negative score and a gloss definition. The objective score is calculated as the 

residual probability left from the sum of positive and negative score. 

  

 
Table 2-3  Table of the first 9 words on SentiWordNet. 

 
2.2.3. MSOL 

MSOL [MoDD09] uses a different approach to construct the lexicon. As is own name 

states, Macquarie Sentiment Orientation Lexicon, the Macquarie Thesaurus [Bern86] was 

used as the base to find similar words. The thesaurus has about 100k words that are grouped 

in categories and subcategories creating semantic groups called paragraphs.  

The construction of the lexicon was done in two steps. In the first step a set of seed 

words were collected using two different approaches. The first used 11 antonym-generating 
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affix patterns to find opposite words. For example, the pattern X-disX would match the pair 

honest-dishonest being the first positive and the second negative. The second approach used 

General Inquirer to identify another set of seeds and their polarity. As the GI is manually 

created, it carries a good confidence on the polarity assigned to words on it. 

Both set of seeds were used in the second step to assign a polarity to the thesaurus 

paragraphs. For each paragraph, if the amount of positive words is bigger than the negative, 

positive polarity is assigned to the paragraph. Otherwise, a negative polarity is set.  

Finally, to assign polarities to the words in the dictionary the same simple majority 

rule is used but this time the polarity is given to a word based on the number of positive and 

negative paragraphs the word is part of. 

The final result is a set of 76,400 words, 30,458 (39.9%) positive and 45,942 (60.1%) 

negative words. 

 
2.2.4. SentiStrength 

[TBPC10] created an algorithm for emotion detection based on a set of Myspace 

posts. The main idea was to use short comments that had many abbreviations and informal 

texts. The corpus of 3,641 posts where manually annotated by a set of evaluators in scale of 1 

to 5 for both positive and negative opinion, being 5 the indicative of stronger sentiment. This 

collection led to a word sentiment strength list of 298 positive terms and 465 negative terms 

with values from 2 to 5. Some of the terms include wildcards indicating they are a root of 

other words. Table 2-4 shows some examples of the words, the sentiments strength (polarity) 

associated with the term and the its origin.  

 

Word Sentiment Origin 
abandon* -2 LIWC unless specified otherwise 
abate -2 General Inquirer Feb 2010 
abdicate* -2 General Inquirer Feb 2010 
abhor* -4 General Inquirer Feb 2010 
abject -2 General Inquirer Feb 2010 
abnormal* -2 General Inquirer Feb 2010 
abolish* -2 General Inquirer Feb 2010 
abomina* -3 General Inquirer Feb 2010 
abrasive* -2 General Inquirer Feb 2010 

 

Table 2-4  Example of words in SentiStrength 
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In the manual processing of the text, other lists were created including booster word 

list (boost or reduce the emotion of subsequent terms), a negating word list that inverted 

polarity, an emoticons list with positive or negative sentiment and a slang lookup table. 

 

2.2.5. NRC Hashtag Sentiment Lexicon 

In [Moha12] the author showed that hashtagged emotion words like #angry, #joy may 

indicate alone the full sentiment of the tweet. Based on this idea, in [MoKZ13] the authors 

manually selected 30 positive and 47 negative hashtagged words entries from Roget's 

Thesaurus and used them as a seed for the collection of 775,000 tweets. The final lexicon 

created contained 39,143 unigrams, 178,851 bigrams and 308,808 non-contiguous pairs 

generated from the combination of unigram-unigram, unigram-bigram, and bigram-bigram 

pairs. 

Using the pointwise mutual information as the base, they generated a simplified 

formula (Equation 2-1) to calculate the sentiment score for each word in the corpus. Notice 

how the sentiment score is a proportion of the frequency that a word is seen as negative or 

positive (𝑓𝑟𝑒𝑞	 𝑤,… ) times a weight determined by the amount of positive and negative 

words (𝑓𝑟𝑒𝑞	(… )) in the vocabulary. 

 

𝑆𝑒𝑛𝑡𝑖𝑚𝑒𝑛𝑡	𝑆𝑐𝑜𝑟𝑒	 𝑤 = 	 𝑙𝑜𝑔5
𝑓𝑟𝑒𝑞	 𝑤, 𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒 ∗ 𝑓𝑟𝑒𝑞	(𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒)
𝑓𝑟𝑒𝑞	 𝑤, 𝑛𝑒𝑔𝑎𝑡𝑖𝑣𝑒 ∗ 𝑓𝑟𝑒𝑞	(𝑝𝑜𝑠𝑖𝑡𝑖𝑣𝑒)

 Equation 2-1 

 
 
 

2.2.6. Sentiment 140 Lexicon 

In the same work [MoKZ13] that the NRC Hashtag was presented the authors also 

presented the Sentiment 140 Lexicon. It was created the same way as the previous lexicon but 

the dataset used for the calculation of the words sentiment score came from a collection of 1.6 

million tweets that contained positive and negative emoticons collected by [GoBH09]. The 

final set created is composed of 65,361 unigrams, 266,510 bigrams and 480,010 non-

contiguous pairs with sentiment scores from -5 to 5 and the amount of times the words co-

occurred with positive and negative tags (Table 2-5). 

The authors compared the Sentiment 140 with the manually annotated sentiment 

lexicons MPQA, Bing Liu's and NRC Emotion Lexicon and they found that the agreement in 
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polarity between the automatic and the manual lexicons were between 71% and 78%. Terms 

with higher absolute values had better agreement from 89% to 99%. 

To further check the creation of this automatic lexicon, the authors conducted a 

MaxDiff experiment and they concluded that the polarity values assigned automatically 

correspond to the human intuition. 

Maxx diff (Louviere, 1991) is also called best-worst scale due to how the words scale 

is done. Evaluators are presented with many sets of four words where for each set one word is 

chosen as the most negative and the other as most positive. Almost like a tournament, the 

words are pit against each other and the ones that are chosen most of the time as positive are 

assigned higher ranks of positivity or negativity. 

term 
sentiment 
score numPositive numNegative 

@jeffrey_donovan 5 6 0 
familiar 5 6 0 
@vppatel2011 5 6 0 
emilio 5 7 0 
@livetolovemcfly 5 11 0 
@j2ad 5 6 0 
http://twitpic.com/65p32 5 5 0 
@missashleyn 5 5 0 
http://twitpic.com/6fauf 5 6 0 

 

Table 2-5 Unigrams, sentiment score and the amount of times the words was found with 

positive and negative tags 

 
2.2.7. TS-Lex 

[TWQZ14] described a neural network approach to construct a sentiment lexicon. 

Their model is an extension of Skip-gram model [MCCD13], a neural network that tries to 

infer words based on the nearby words creating a vector representation for each of the words 

in an n-dimensional space. 

The process for assigning sentiment to words is called Sentiment-Specific Phrase 

Embedding (SSE) and is built in many steps. The architecture of the neural network created 

initially find individual word embedding (n-dimensional representation) using the Skip-gram 

model and then it averages the vector values of all words to create a representation of the 

sentence in the same n-dimensional space. This vector is used as an input to another step in 

the network that will learn an association with the phrase polarity. The output of the network 
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is a word embedding that represents a mix of the syntactical, semantic and sentimental 

connection between the words. 

To finally classify the sentiment of the representations, the authors chosen 374 most 

frequent words to be used as seeds and used Urban Dictionary1 to find similar words, totaling 

1,512 positive, 1,345 negative and 962 neutral words. This created a gold labeled set of words 

with embedding representations that enabled to train a last classifier that outputs the 

probability of a word to be positive or negative. 

 

Negative Words Positive Words 

:( -1.000000 

:-( -1.000000 

sorry -1.000000 

sad -1.000000 

bad -1.000000 

hate -1.000000 

ill -1.000000 

shit -1.000000 

sick -1.000000 

) 1.000000 

:d 1.000000 

love 1.000000 

:-) 1.000000 

like 1.000000 

good 1.000000 

lol 1.000000 

happy 1.000000 

thanks 1.000000 

Table 2-6  Extract of the negative and positive words in TS-Lex 

 
2.2.8. MPQA 

The MPQA Subjectivity Lexicon [WiWC05] is a list of subjective words allowing a 

phrase-level sentiment analysis system to identify neutral and polar phrases. It is based on a 

list of subjective clues from [RiWi03] and expanded with words from the General Inquirer, a 

dictionary and a thesaurus. Besides the polarity (positive, negative, neutral or both) the words 

received a reliability tag strongsubj and weaksubj indicating that in most of the contexts the 

word can be found with the indicated polarity or only in certain usages. Additionally, the 

lexicon has a stem indicator to represent if the words are radicals to other words. Table 2-7 

depicts one word and the previous explained characteristics. 

The lexicon is composed of over 8,000 words, 33.1% positive, 59.7% negative, 6.9% 

neutral and 0.3% are marked as having both polarities. 

                                                
1www.urbandictionary.com 
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type=weaksubj len=1 word1=abandoned pos1=adj stemmed1=n priorpolarity=negative 
Table 2-7  Example of word annotation in MPQA 

 
2.3. Emotional Lexicons 

Emotional lexicons are used in the studies of personality recognition and emotional 

identification in texts, as presented in Section 1.1. In this part it will be shown some of the 

emotional lexicons created and most used in this area. 

 
 

2.3.1. ANEW 

Affective norms for English words (ANEW) [BrLa99] is composed of 1034 words 

with scores on 3 different aspects: dominance (strength/weakness), arousal (excitement/calm) 

and valence (pleasure/displeasure) defined on the Semantic Differential Scale [RuMe77].  

The authors presented a list of words to Introductory Psychology students and asked 

for them to evaluate each word in the 3 dimensions using a series of drawings called SAM 

figures [BrLa94] that allows to represent the intensity of feelings in a 9 point scale. The final 

score values list is an average of all the grades given for each of the words. The figure 2-4 

shows the figures for dominance, arousal and valence, respectively. The 5 person drawings 

and the in between dots represent the values in the 9-point scale. 

 

 

 

 
Figure 2-4 SAM figures. Extracted from [BrLa94] 
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2.3.2. WordNet-affect 

WordNet-affect (WNA) is an extension of the WordNet lexicon. The authors [StVa04] 

manually mapped 1903 terms that referred to emotional states to categories like emotion, 

cognitive state, trait, behavior, attitude and feeling. Then all synsets of WordNet where these 

words appeared and were recognized as affective received and attribute called a-labels with 

the values from the previous mapping. Below is an example of the final lexicon created. The 

expansion of the words occurred in a semi-supervised manner where similar words received 

similar labels. 

 
Table 2-8  A-labels and examples of corresponding synsets. Extracted from [StVa04] 

 

2.3.3. Dictionary of Affect in Language 

The DAL [Whis09] is a dictionary of 8742 words rated for pleasantness (how pleasant 

the word feels), activation (how active the word feels) and imagery (how easily the word calls 

an image to mind). Words with more than 10 occurrences were selected in a corpus composed 

by the Brown Corpus [KuFr79], essays, interviews and stories gathered by researchers at 

Laurentian University and received a rating for the 3 different aspects from around 200 

volunteers using a 3 point scale for each. 

The dictionary is part of a free program1 that was created to identify how the word 

feels through text analyses. 

word  pleasantness activation imagery 
abandon 1 2.375 2.4 
abandoned 1.1429 2.1 3 
abandonment 1 2 1.4 

Table 2-9  Example of words and the three categories 

                                                
1 https://www.shaktitechnology.com/whissel-dictionary-of-affect/index.htm 
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2.3.4. SenticNet 

SenticNet [CSHH10] is based on Sentic Computing [CHHE10a] that uses Artificial 

Inteligence and Semantic Web techniques like sense reasoning and domain-specific 

ontologies to better predict sentiments and opinions in natural language. For the emotional 

part it uses a sentiment model called Hourglass [Plut01] to define the polarity of its terms. The 

model is based on the connection of the emotions as they occur in the same brain’s part. For 

example, the state of anger also brings state of awareness that helps us to react quicker and 

with more strength while suppressing other resources that make us act with prudence. The 

classification of the sentiments is not made by sentiment categories but uses the four 

independent dimensions Pleasantness, Attention, Sensitivity and Aptitude that can be 

understood as the happiness in a context, the attention given, how comfortable the situation is 

and how disposed a person is to be in the same context again. Each of this dimension has six 

levels of activation adding to 24 possible basic emotions. The combination of the basic 

emotions creates more complex ones. For example, the emotion ‘love’ is given by the sum of 

Pleasantness and Aptitude. 

In the building of the first version, SenticNet used 2 parts to define the values 

associated to the 4 dimensions. In the first part the knowledge in ConceptNet, a common-

sense concept net in the model of WordNet, is blended with the affective knowledge of 

WordNet-Affect. In the second part, key terms are chosen and their activation is spread to the 

connected terms resulting after many steps in a transference of the activation to the concepts 

that have short paths or many different paths between them.  

For the current version, SenticNet 3, ‘energy flows’ were used to connect many 

common and common-sense knowledge databases forming a database of 30,000 concepts. 

Figure 2-6 shows the term 32 teeth, how it is correlated with other concepts like 

bad_taste and with the values pleasantness, attention, etc. and the information structure based 

on semantic web standards using XML with specific semantic tags. 
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Figure 2-5  An example of SenticNet 3 record. 

 
 

2.3.5. NRC Word-Emotion Association Lexicon (EmoLex) 

In [MoTu13] the lexicon was created using the so called “Wisdom of the Crowds” that 

simply implies that the collective opinion is better than the opinion of a single expert. The 

authors used Amazon Mechanical Turk1 (AMT) to crowdsource the construction of the 

lexicon that contains Plutchik’s 8 basic emotions [Plut01] for 14,182 words. 

Unigrams and bigrams were chosen in Macquarie Thesaurus as well as terms in 

General Inquirer and WordNet Affect and were put into AMT to be annotated by five 

different human annotators in the 8 emotional categories. They later made sure that only valid 

annotations were considered to construct the final lexicon that uses the majority vote to decide 

if a word is related or not with a particular emotion. 

The end result is a lexicon with the 14,182 annotated with an indicator of presence in 

the 8 emotions. 

 

2.3.6. SentiSense 

SentiSense [AlPG12] is another lexicon constructed using WordNet as the base. It is 

conceptually similar to what was done in WNA, but emotions were attached to the WordNet’s 

concept level instead of the word level. The emotions categories are a mix of the emotions 

defined by Arnold (1960), Plutchik (1980) and Parrot (2001) and their antonyms, making a 

total of 14 distinct categories. 

A set of 500 texts (250 news headlines and 250 hotel reviews) were presented to two 

judges that annotated for the concept related to each word, what emotional category was 

present. A total of 1200 synsets were collected and used as seeds to a second stage where 

similar and antonyms concepts in WordNet were collected and tagged accordingly. According 

                                                
1 https://www.mturk.com/mturk/welcome - visited April 2016 
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to the authors, not all relations could be used to mark new words. “Derived-from-adjective”, 

“pertains-to-noun” and “participle-of-verb” were the only relations, out of 8, that maintain the 

emotional meaning.  

In the end, this semi-supervised approach was able to tag 5496 words and 2190 

synsets in 14 categories. Figure 2-6 displays some examples of the synsets ID, part-of-speech 

(POS), gloss and emotion associated with it. 

 
Figure 2-6  Word example extracted from SentiSense 3.0 

 

2.3.7. List of Emotional Words (LEW) 

[FrGe13] constructed an emotional lexicon called List of Emotional Words. It is 

composed of 3027 emotional words divided into 3 main emotional dimensions that try to 

capture numerically basic aspects of the emotion and 92 emotional tags like grief, sad and 

happy. 

The construction of the dictionary was based on 8 tales annotated for the presence of 

the emotional tags and values for 3 main emotional dimensions named affect, judgement and 

appreciation. The dimensions’ values were collected using the SAM 9-point scale shown in 

figure 2-4. To better deal with the difference between the annotations of the emotions done by 

15 different subjects, they have created an emotional ontology with different levels of 

abstraction where deeper levels had more words that could describe the previous level.  

 
Figure 2-7  Fragment of the ontology created. Extracted from [FrGe13] 
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If no consensus was found in the word chosen by the annotators for the phrase, the 

deepest words were exchanged by the immediate parent level of the ontology until a majority 

consensus of the sentiment is acquired between the annotations. If no consensus was found, 

the neutral status was given. 

 To find words with emotional meaning, every word was checked in the General 

Inquirer for an affirmative mark in the categories “Positiv”, “Negative”, “Pstv”, “Ngtv”, 

“Active”, “Passive”, “Power”, “Strong”, “Submit” or “Weak”. These words were explicitly 

set for evaluation by the annotators and the values given in the SAM scale were used to create 

the value of the dimensions.   

As the emotional categories present in the GI are different from the 3 dimensions used, 

activation was mapped to “active” or “passive”, the evaluation dimension was mapped to the 

“Positive”, “Negative”, “Pstv” or “Ngtv” features and the power dimension was mapped to 

“Power”, “Strong”, “Submit” or “Weak” features. The emotional categories were assigned 

using the emotional words given by the annotators. 

To deal with negations, they used a dependency analyzer and a list of opposite 

sentiments, like happiness is opposite to sadness. Negated words would receive the opposite 

value for dimensions in reference to the mean of the scale, for example power=2 would 

become power=8, and the opposite sentiment category, happy would become sad. 

To enrich the LEW lexicons first order synonyms and antonyms of the words were 

found in WordNet. For synonyms, similar values and sentiment categories were used. For 

antonyms the same logic of negated words was applied. 

 
Table 2-10 Fragment of the LEW resource for emotional categories. Extracted from [FrGe13] 

 

2.3.8. EmoSenticNet and EmoSenticSpace  

In the work of [PGCH14] they propose an extension of SenticNet’s [CSHH10] initial 

four categories with additional six emotional categories of WNA [StVa04]: fear, disgust, 

anger, sadness, surprise and joy. To further enrich the emotional information 16 features from 

the ISEAR [Sche05] dataset were also used.  
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The International Survey of Emotion Antecedents and Reactions (ISEAR) dataset is a 

collection of texts collected in the 1990s across 37 countries with approximately 3000 

respondents. The texts describe situations in which the respondents felt a particular emotion. 

The 7666 statements received 40 numerical or categorical features like age, gender and 

religion of the authors as well as emotions and the type of physical reactions described in the 

text like change in breath, muscles trembling and others. Table 2-11 presents the grouping and 

characteristics that were considered for the EmoSenticNet. 

There were 3312 concepts present in the SenticNet plus WNA vocabulary that were 

common in the ISEAR dataset. Diverse similarities between these concepts were calculated 

like SenticNet score-based, WordNet distance-based, text distance-based, point-wise mutual 

information and emotional affinity. This created 13 new features that were used with the 16 

categorical features to create a vector representation of the 3312 concepts.  

 

 
Table 2-11 ISEAR features used in EmoSenticNet. Extracted from [PGCH14] 

 

The vectors served as input to a set of 6 fuzzy c-means clustering models. The output 

was the probability of each concept to belong the emotional categories joy, anger, sadness, 

fear, surprise and disgust. These probabilities were later reduced to a single label using a 

second stage classifier, a SVM algorithm that used as characteristics the 2 strongest labels and 

as the gold label the WNA emotional labels. This concept-emotional label relation received 

the name of EmoSenticNet (ESN). 

With the created lexicon, the authors used the idea of SenticSpace [CHHE10b] to 

create their own version of a vector representation of the words, called EmoSenticSpace. In 

short, two graphs are created representing ConceptNet’s relations like spoon-UsedFor-eating 

and EmoSenticNet’s emotional assignment like birthday party-joy. These graphs are 

represented as matrixes and using a technique called blending, both matrixes are blended 

creating a new matrix with the information shared by both matrixes. Finally, the number of 

dimensions is reduced to 100 using Truncated Singular Value Decomposition. The result is a 
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dictionary that represents each concept from ESN or ConceptNet’s vocabulary as a 100-

feature vector. 

 
2.3.9. LIWC 

LIWC [TaPe10] started in 1986 when the authors were studying if writing texts could 

improve health. A group of volunteers wrote hundreds of “deeply moving stories” that were 

analyzed for the study. As it was a time and psychological consuming task the authors 

imagined on creating a dictionary with positive and negative words that could help the task of 

automatic classification. Starting from a set of 2,800 text randomly selected, they 

automatically created a wordlist with categories like impersonal pronouns, auxiliary words, 

etc. that quickly elevated the number of categories from the original two to around 80.  

Subsequently the categories were grouped in standard linguistic dimensions, 

psychological processes, personal concerns and spoken categories. A set of important words 

(highest frequency) were manually selected from the initial words and then three judges 

independently voted for the continuity of each of the words in the categories and in the 

dictionary.   

In [PBJB15] the original word list was reviewed using a similar process and some 

categories were removed and some were added to form almost 90 different categories and 

6400 words. This time different texts were used like newspaper, tweets, novels, expressive 

writings, blogs and expressive writings to identify important and commonly used sentiment 

words. 

LIWC is a payed solution for text analysis that is highly used probably due to its big 

number of categories and the amount of effort spent during the years on revising it. A long list 

of papers that uses this work as a base can be found in [TaPe10]. It is highly used in 

personality recognition from texts and a revision of this use can be found in [PCEP16]. The 

Table 2-12 shows some of the categories and the number of words on it as a reference on how 

LIWC works. 
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Table 2-12  LIWC sample categories and the number of words in each of them. Extracted 

from  [TaPe10] 

 
2.4. Lexicons Summary 

Table 2-13 summarizes the lexicons studied so far and their characteristics. The 

affective type column present what kind of affect is associated with the words, the method 

column indicates if the lexicon was created Manually (MA), Automatically (AT) or Semi-

automatically (SA), the type of construction shows if the lexicon was created based on a 

Dictionary or in a Corpus, the next column Corpus/Base names the base of the dictionary and 

finally, statistics shows the size and how the words are distributed in the corpus.  

Notice how most of the lexicons were created after 2008 and semi-automatically. This 

may be explained by the fact that in 2006 the social media started to growth wildly with the 

creation of Facebook and Twitter. This lead to more interest from the academia in the area of 

finding emotions and opinions of users.  

Another pattern that can be seen in data is that many of the lexicons created were 

based on WordNet or General Inquirer. Although they are manually created lexicons and 

carry less words, researches still see them as a trustable source for the words present in the list 

and create new ways of using them to infer new words polarities. 

Finally, in section 3.6 it is presented the use of these lexicons in the context of 

sentiment analysis in Twitter. Still, there is a long list of applications that use affective 

lexicons like reputation systems [GSOD17], stock market prediction [OlCA16], multimodal 

content analysis  [PCHH16], online dispute [WaCa16], author profiling [RaRo16], just to site 

some.  
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Table 2-13  Summary of the lexicons and their characteristics 

  

Name
Affective 
Type Method Type of construction Corpus/Base Statistics

General Inquirer 1966 Sentiment, 
emotions MA Dictionary Based Harvard IV-4

Lasswell 11,789 in 182 categories

MRC 1988 Sentiment, 
emotions MA Corpus Based Psycholinguistic Compilation 115k in 26 categories

Brown Clustering 1992 Cluster Number AT Corpus Based Own corpust 260k in 1000 clusters
ANEW 1999 Emotional MA Dictionary Word List 1034 in 3 different categories

Bing Liu 2004 Sentiment SA Dictionary based/Manually Wordnet 4783 negative words
2006 positive words

WordNet Affect 2004 Emotional SA Dictionary WordNet 1903 in 11 emotional categories
SentiWordNet 2008 Sentiment SA Dictionary based Wordnet 117658 in 2 categories

MSOL 2009 Sentiment AT Dictionary Based Macquarie Thesaurus
General Inquirer

76k words, 30k positive and 45k 
negative words

DAL 2009 Emotional MA Corpus Based Brown Corpus
essays, interviews, stories 8472 in 3 dimensions

SenticNet 2010 Emotional SA Dictionary Wordnet 30k in 4 cetegories

SentiStrength 2010 Sentiment SA Corpus Myspace posts
298 positive words
465 negative words
Emoticon List

NRC Emotional 2011 Sentiment, 
emotions MA Corpus

Macquarie Thesaurus
General Inquirer
WordNet Affect

14182 unigrams in 8 emotional 
dimensions

SentiSense 2012 Emotional SA Corpus/Dictionary based WordNet
500 texts

59463 words and 2190 synsets in 
14 categories

LEW 2013 Emotional SA Corpus/Dictionary based
8 tales
General Inquirer
WordNet

3027 in 3 dimentional dimensions 
and 92 emotional categories

NRC Hashtag 2013 Sentiment SA Corpus Twitter posts
39k unigrams, 178k bigrams and 
308k non-contiguous in a positive 
and negative scale

Sentiment 140 lexicon 
2013 Sentiment SA Corpus Twitter posts

65k unigrams, 266k bigrams, 
480k non contiguous in positive 
and negative scale

EmoSenticNet 2014 Emotional SA Dictionary WordNet Affect 13189 in 6 different emotions

EmoSenticSpace 2014 Emotional SA Dictionary WordNet Affect Unk amount represented as 100 
features vectors

TS-LEX 2014 Sentiment SA Corpus/Dictionary based Urban Dictionary
168845 negative terms with 
values
178781 positive terms with values

MPQA 2015 Sentiment MA Dictionary General Inquirer
Subjective clues

8k, 33.1% positive, 59.7% 
negative, 6.9% neutral and 0.3% 
both

LIWC 2015 Personality SA Corpus Based

Blogs (Schler et al, 2006)
Expressive Writing
Novels (Project Gutenberg)
Natural Speech
NY Times articles (1)
Twitter (2)

Almost 6400 words, stems and 
emoticons in almost 90 
categories
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3. Chapter 3 

Foundations of Sentiment Analysis 

In [LiZh12] the authors define opinion mining as a quintuple (ei, aij, ooijkl, hk, tl) 

meaning that in a specific time (tl) someone (hk) will have an opinion (ooijkl) over a specific 

aspect (aij) of and entity (ei). The opinion may be positive, negative or neutral, or expressed as 

values of intensity/strength. Document sentiment classification is defined using an equivalent 

quintuple (e, GENERAL, oo, h, t) where oo signifies the opinion towards the GENERAL 

aspect and e, h and t are considered known or irrelevant. The same document classification 

can be used to define a phrase or, in the context of this work, a short text message like a tweet. 

What seems obvious and trivial to humans, is not a simple task for an algorithm. Texts 

are written by their authors in varied ways and the synonyms that can be used to express the 

same idea give a very wide range on how to express someone’s opinion. 

Another challenge is that words can have different meanings in different contexts. 

Even in the same contexts, they may be differently interpreted by people. For example, the 

word “weasel” has many different meanings. The most obvious would be to name an animal 

or describing it but in some languages a sneaky or untrustworthy person is called a “weasel”. 

This context is more related to one's attitude. Words can be combined and change the 

meaning of what is being said. Still considering the previous animal example, being said to be 

“fast as a weasel” may be considered a good thing. The adjective changed completely the 

meaning of the word representing now something related to speed. 

A prior understanding of a subject may also be necessary to make a proper judgment. 

The example “The battery lasts for 5 hours” if applied to a laptop signify a good indicative but 

in the context of mobile phones, that would be a very bad mark.  
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The information can also be classified as objective and subjective information. The 

first is a fact, like the one described before where the battery hour is measured, and the second 

can be considered as an opinion where the author express his feeling towards the subject. 

[HHWW00] were among the first to study how objectivity and subjectivity can affect the 

opinion mining task. 

The sentiment of a whole text may be changed with just a small detail. In [PaLV02], 

they describe their work on sentiment analysis of films reviews. The example “This film 

should be brilliant. It sounds like a great plot, the actors are first grade, and the supporting 

cast is good as well, and Stallone is attempting to deliver a good performance. However, it 

can’t hold up” clearly shows that although the sentiment is good and keep growing during the 

text, the general sentiment for the review is bad. 

In [BoOs69] the authors demonstrated the human tendency to use more positive words 

than negative words referenced as the Pollyanna principle. In the SA field, that means a 

skewed distribution where negative words are more difficult to identify and to train.  

Lastly, sarcasm is also considered a difficult task [NiHu06, PaLe08] that depends on 

the knowledge of the context to properly identify that the author mean the opposite of what is 

written. 

In this chapter, it is presented some of the most commonly used techniques for SA in 

Twitter posts, problem formulation of Sentiment Analysis, common features used, machine 

learning techniques and it finishes with the analysis of the winners of SemEval’s works. For a 

more complete review on general SA, the reader is referred to  [InDa10, LiZh12, MeHK14].  

  

3.1. Sentiment Analysis problem formulation 

Sentiment analysis can be treated simply as a single-label multi-class classification 

problem, where the algorithm must indicate whether the sentence belongs to one of three 

classes C={positive, negative, neutral}. Another way to deal with the classification is using a 

5-point scale, C={very positive, positive, neutral, negative, very negative} or C={-2, -1, 0, +1, 

+2} and is called ordinal classification or a regression problem as the algorithm needs to give 

a value for the sentiment associated with the text. Different scales can be found in the industry 

and in academic work. Usually big online stores use a 5-point scale to summarize the review 

done by their clients. 
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In this work we will focus on the single-label classification. The performance of the 

systems will be analyzed using the macro F1-score for the positive and negative labels to 

enable the comparison between the proposed system and the ones from the SemEval 

competition [NaKR13]. 

The macro F1-score is defined as the average of the F1-scores of the individual 

classes. In SemEval’s measure, it is considered only the positive and negative classes. 

 

𝐹< =
𝐹<
=>? + 	𝐹<

ABC

2
∗ 100 

(3-1) 

 
 

In turn, the F1-score for each class is defined over the precision and recall calculated 

according to the confusion matrix of Table 3-1: 

• Precision: total correctly predicted of a class over the total predicted for the 

class: 

𝑃𝑟𝑒𝑐=>? =
𝑃𝑃

𝑃𝑃 + 𝑈𝑃 + 𝑁𝑃
 (3-2) 

 
• Recall: total predicted for the class over the total amount for the class: 

𝑅𝑒𝑐=>? =
𝑃𝑃

𝑃𝑃 + 𝑃𝑈 + 𝑃𝑁
   (3-3) 

 
• F1-score: total predicted for the class over the total amount for the class: 

 

𝐹<
=>? = 2.

𝑃𝑟𝑒𝑐=>?. 𝑅𝑒𝑐=>?

𝑃𝑟𝑒𝑐=>? + 𝑅𝑒𝑐=>?
 

(3-4) 

 
 
 

  
actual 

  
positive negative neutral 

predicted 
positive PP PN PU 
negative NP NN NU 
neutral UP UN UU 

Table 3-1 A confusion matrix of the predicted and real classes 
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3.2. Automatic Classification 

It is clear for the reader at this point that although is possible to manually classify sets 

of texts, for big corpus like Twitter messages it is nearly impossible. Researches have a wide 

range of algorithms called Machine Learning (ML) algorithms that use techniques derived 

from statistical studies to automatically classify and analyze data. The main idea of these 

algorithms is that they need to automatically learn from current data how to do a specific task. 

According to [Mitc97, S.2], “A computer program is said to learn from experience E with 

respect to some class of tasks T and performance measure P, if its performance at tasks in T, 

as measured by P, improves with experience E”. 

Following the definition given by Mitchell, the expected pipeline for a ML system that 

will be used for the identification of sentiment of tweets is that the algorithm will be given the 

development tweets and trained to properly identify which are positive, negative and neutral, 

and that it will get better at the task according to the measure and the problem formulation in 

section 3.1. The trained model is able to predict the polarities for unknown tweets of a test 

dataset. As the task of training the ML model for the SA task is based on a set of labeled 

training data it is called supervised learning. 

 

 
Figure 3-1  Basic ML pipeline 

  

The simplified flow explained before is a high-level view of the process. Usually, the 

process is more complex. First, training data is gathered and a preparation step is done where 

data is cleaned, analyzed and understood. Next, features are created so that the ML algorithm 

can use the training data as the input to its learning process. Most of the algorithms have 

parameters that can be set in order to make a better learning process. The process of finding 

the best parameters and the best models is called model selection. Finally, to make sure that 

the model has learned well and generalize properly to unseen data, a new known dataset is 
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used to properly evaluate the performance of the classifier. This is an iterative process and 

after all the steps are done, it may start again from the beginning with the goal to make the 

model even better. 

Due to the amount of possible features created as input the most used algorithms are 

the ones capable of analyzing high dimensions vectors like Support Vector Machines 

[CoVa95] and Logistic Regression [Cram02], and the one based on probabilistic rules, i.e. 

Naïve Bayes [Zhan04], that given a word w it tries to find the probability of this word belong 

to class A or B. This work will not dive into how these algorithms work as they are not the 

main object of the study and each of them are complex enough to be subject of individual 

studies.  

 

3.3. Common features 

 
Research of automatic SA started mainly with the work by [Turn02] and [PaLV02]. 

The first used mutual information between phrases and words “excellent” and “poor” to 

classify documents, while the second developed what is the base of most of research on this 

area today.  

Initially Pang et al. (2002) did an experiment on how important words could be for 

sentiment classification and how human perceive them. Two humans selected what they 

considered good and bad words in a corpus. The agreement score achieved was only 69%. 

Later they applied machine learning algorithms to classify reviews from the IMDB1, a movie 

reviews website, and used as features only words that appeared at least 4 times in the corpus. 

They also negated words that were placed between a negation term and a punctuation mark 

using the prefix NEG_ on them. The use of bigrams, part of speech (the classification 

adjective, noun, verb, etc.), using only adjectives did not improve the final results. A good 

consideration is that using only the 2633 most common words yield almost the same result of 

using the full set of features. Table 3-2 is a reproduction of Pang's summary table showing the 

type of features and the number of features created, if the features used frequency or just 

presence of the tokens and finally the results achieved for each of the tested algorithms. 

 

 

                                                
1 http://www.imdb.com/ 
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Table 3-2  Results extracted from [PaLV02] 

 

As the initial work done by Pang, most of the current machine learning approaches for 

sentiment analysis rely on the Bag of Words (BOW) model. The idea is straight forward. 

Given a text, split the text in small chunks called tokens and represent their presence or 

absence in some form. As an example, the tweet “Chuck and Cheese is #awesome” and 

“Algorithms don't have to be BIG to be #AWESOME” would be represented as the number 1 

and 2 in Table 3-3. 

Another alternative to represent the words is to use a direct count of the occurrences in 

the tweet. This would give a notion of how often a word appear. This approach is shown as 

the indexes 1-c and 2-c in Table 3-3.  

Not utilized much in the Twitter’s SA but used in Information Retrieval is a measure 

called TF-IDF (term frequency–inverse document frequency). This metric capture how 

frequent a word is in a document. The idea is that a word that is related to the main topic of 

the document will be frequent inside this document but it should not be frequent in the whole 

corpus. To capture it, weight the document frequency with the ratio of the number of 

documents in the corpus and the number of documents that uses this term. The equation (3-5) 

depicts the TF-IDF where tj is a term, di is a document, N is the total number of documents 

and Nt is the number of documents that contains the term tj. This approach is represented as 1-

tf and 2-tf in Table 3-3. 

 

𝑇𝐹 − 𝐼𝐷𝐹 𝑡P, 𝑑R = 𝑡𝑓 𝑡P, 𝑑R . 𝑖𝑑𝑓(𝑙𝑜𝑔
𝑁
𝑁S
) (3-5) 
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Table 3-3  BOW representation and the frequency, count and TF-IDF representation 

 

There are other metrics that are used in Information Retrieval, but for sentiment 

analysis they do not seem to be too relevant as shown in [DDLL03]. They include Odds 

Ratio, Fisher discriminant, Information gain, Jaccard Distance. [PaLV02] obtained better 

performance using boolean than frequency representation of terms and this is used in SA 

almost like a norm. 

Some concepts may not be represented with a single word. For example, the name 

“San Francisco” cannot be separated or it will lose completely its sense. Phrasal verbs, 

(“cheer up”), idiomatic expressions (“hands down”) and commonly used word combinations 

(“third world countries”) are other examples of words that commonly occur together called 

Collocations and together represent a concept. The n-word model tries to address these 

situations representing tokens with more words instead of a single word as in the simple BOW 

representation. Bigrams and trigrams are the terms used for the two-word and three-word 

model, respectively. 

Yet another variation to the BOW model, Stemming is the step to reduce words to their 

radical (stem), representing variations of the words as a single token. The stem “compute” is 

the stem for “computer”, “computed”, “computing” and other word variations. Stemming is 

normally used as a feature reduction step, as it acts as a mapping reducing many words to just 

one. 

Considered a lexical feature, Part of Speech (POS) determines the function of the 

word in the sentence. For the English language, the common POS are noun, adjective, verb, 

adverb, conjunction, interjection, pronoun and preposition. In some studies [HuLi04] 

adjectives are considered to carry sentimental weight and are the base for the SA systems.  

The automatic identification of the part of speech is considered a task with high accuracy with 
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2-c 0 0 0 0 1 1 1 1 2 2 1
1-tf 0.3 0.3 0.3 0.3 0 0 0 0 0 0 0
2-tf 0 0 0 0 0 0.3 0.3 0.3 0.6 0.6 0.3
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systems that are able to correctly access the classification with 93% of accuracy [OODG13]. 

The features created from this step may be a token added with the POS tag (i.e. Verb-be) or 

the statistical information like the number of verbs, adjectives, personal pronouns, etc. 

Another important set of features for NLP are the linguistic features such as negation, 

intensification and modality. How a system deal with sentences such as “I don’t like” can 

vary. In [TBTV11] positive words as like will only have their positive score decreased and 

intensification situations such as “like a lot” will have the positive score increased. 

Differently, [PaLV02] system, in the previous negation example, would have simply created a 

new token “NEG_like” while the intensification case would not have any special treatment. 

 
3.4. Feature Selection 

Feature selection, as the name implies, try to select the best features from the whole 

set that can help the classifier to better to its job. The main objective of this is to reduce the so 

called “course of dimensionality” and to reduce the overall processing power needed to 

analyze data.  

In [PaLV02] selecting the 2633 most common words had almost no effect in 

performance and made the feature number an order smaller. [DDLL03] tried to substitute low 

frequency words by the term _unique or words that occurred only in some products like the 

“the focus is poor” and “sound is poor” with the word product type but that did not help. In 

[ShDe12] the author compares five feature selection metrics used in IR with 7 different 

classifiers in the sentiment analysis of movies reviews. He finds that Gain Ratio used with 

SVM had the best performance. [RiPW06] use subsumption hierarchy to create more complex 

features and to remove other unused features. [AbCS08] mixed entropy with Genetic 

Algorithm to create a feature selection algorithm that perform better than standard reduction 

techniques on web forums. 

Most of the work presented in the following section 3.6 uses a simple frequency count to 

reduce the number of features. 

 

3.5. Twitter Specific 

 
Sentiment analysis in texts, blogs, emails and product reviews may suffer from a 

problem of many opinions in the same text. As they may contain many sentences, each of 
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them can be related to one specific feature and have a different sentiment regarding its 

subjects. Twitter sentiment analysis usually do not suffer from this problem. 

As the maximum number of characters allowed to be written is 140, the number of 

topics that can be found in a tweet is usually one. This can be considered as an advantage as it 

is less likely that opposing sentences occur. On the other side, the lack of text and mainly the 

exaggerated use of informal text, emoticons and misspelled words make the reuse of 

dictionaries and lexicons created in different sets of texts more difficult. 

A tweet is a 140 characters message, a post, that express someone ideas and feelings 

or just an information communication like news. Due to the small size, Twitter is considered a 

micro-blogging tool like Tumblr, Facebook, Instagram and many others that came after them. 

The main characteristics of a Twitter post are: 

• Short text: with only 140 characters the ideas are expressed in a very 

condensed form.  

• Acronyms and abbreviations: for example, for your information becomes fyi; 

• Emoticons: character sequences that bring emotions like :) for happiness and :( 

for sadness; 

• Elongated words and misspellings: cool becomes cooooool or angel become 

angle or cologne becomes colon; 

• Hashtags: in Twitter #something means a tag to make a short summary of the 

post or to put it inside a bigger public conversation context; 

• Mentions: the @ symbol denotes that the post is directed at some other user 

that will receive the post as well; 

• RT: retweet 

 

Due to its high use, Twitter has an increasing interest in the scientific community as 

denoted by [MTAR12]. The analysis of the possible applications, content analysis and how 

tweets are used are among the most studied themes. Disaster prevention [HaPK14, MTAR12], 

health care analysis [ViBo12] and politics [TSSW10] are some examples of applications 

studies. Content analysis, sentiment analysis, spam detection and tag analysis are good 

examples of research areas. The variety of topics that are discussed is also a great advantage 

as past efforts on SA are based on a single domain such as movie reviews. 
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3.6. Sentiment Analysis on Tweets 

In this section, we will detail some previous work on sentiment analysis specifically 

for Twitter. We start with the SemEval competition of 2013, 2014 and 2015, analyzing the 

first 3 best systems of each year. Later we analyze works done on other datasets not related to 

SemEval.  This revision is not meant to be exhaustive, as the topic has many papers, but a list 

of the latest papers and the state-of-the-art. Other reviews can be found in [HaPK14, 

MeHK14, MTAR12]. 

 

3.6.1. SemEval 2013 

 
SemEval 2013 edition [NaKR13] had 34 teams that created 48 submissions. Due to its 

popularity, this competition is a great place to find techniques for the task of short text 

sentiment analysis and compare them, as they use the same dataset and the same scoring 

measure presented in Section 3.1. 

In 2013, the team NRC (National Research Council) Canada won the competition with 

2 automatic built sentiment lexicons in conjunction with 3 manually created lexicons  

[MoKZ13]. They used their own NRC Emotion Lexicon, NRC Hashtag Sentiment Lexicon, 

Sentiment 140 Lexicon, Bing Liu's Lexicon, and the MPQA Subjectivity Lexicon along with 

regular features like word and char n-grams, POS, Brown word clustering creating features 

used as input to a SVM classifier. To find the negated words, they used the same logic as 

Christopher Potts' Sentiment Symposium Tutorial1. 

In their ablation experiments they concluded that the most important features for 

detecting the polarity on Twitter were the features created from the automatic generated 

lexicons. Another important aspect of their work is that they used their automatic lexicons on 

Movie Reviews and achieved a better score than the state of the art best result, that used a 

very complex Neural Network and many manually tagged sentences. 

 
Table 3-4  Message-level task performance on Movie Reviews. Extracted from [MoKZ13] 

                                                
1 http://sentiment.christopherpotts.net/ 
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Another great contribution of NRC Canadas's work is that the authors also 

demonstrated the creation of automatic sentiment lexicons that uses no previous annotations. 

Besides choosing some twitter tags and the treatment done with negative words and phrases, 

the technique created a very powerful lexicon with high coverage results and good polarity of 

words.  

[GüFu13] developed the second-place system. A much simpler one but that achieved 

good results. As a preprocessing step, they used a simple regular expression to split the tweet 

text into words. The phrase “#liiike:)” was split into the tokens #, liiike and :). Then they were 

normalized lowercasing the words and substituting digits by 0. This tokens were stemmed 

using porter stemming [Port80]. Elongated tokens such as “liiike” were converted to “like”. 

The id of the Brown Clustering [Brow92] for raw, normalized and collapsed tokens were 

fetched.  The lexicon based features were summed positive and negative for the words found 

in the SentiWordNet lexicon. 

Finally, as input to a SGD classifier, they used the normalized tokens, stems, word 

cluster ids and the lexicon features. This relatively simple system was able to score 65.27 

achieving the second place in the SemEval 2013 competition. 

A different approach to sentiment analysis is shown on [RBCC13] where the 

prediction is fully done using rules and no machine learning algorithm. The team at SAS used 

their previously created set of rules used to track sentiment around brands, entities and topics 

and adapted it to the context of the SemEval task. The job took around 2 person-week and 

shows that the system can be generalized to other kind of sentiment texts. 

Rules prediction in a high level can be though as a lexicon but instead of just words 

that reference a value of positivity or negativity they contain a rule like “If negation word 

found before adjective, polarity is negative with value -1”. In the SAS rule system, that would 

be translated as “def{Negation} def{PositiveAdjectives} = -1”. 

With this set of rules, the system was able to achieve the third place in the contest with 

a measurement of 64.86. 

 

3.6.2. SemEval 2014 

The 2014 edition [RRNS14] had 50 submissions from 44 teams, a raise from the 

previous edition. Some of last year participants submitted revised work from the previous 
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edition. To better understand and compare the systems, the dataset used in the 2013 edition 

also appeared in the final results, but were not used to declare the final winner. The 2014 

edition had regular tweets, sarcastic tweets and LiveJournal sentences and only the scores 

achieved on these datasets were considered the final scores. 

The winner of this edition was called TeamX and was composed of Fuji Xerox's 

employees [MSHO14]. They improved the NRC Canada system that won the previous year 

with more sentiment lexicons and better treatment of the words, making sure the words could 

be found inside the lexicons. Figure 3-2 shows their system and its modules composition. 

 

 
Figure 3-2 Overview of Team X system. Extracted from  [MSHO14]. 

 
The text normalizer did Unicode normalization, upper case letters were converted to 

lower case and URLs were replaced with the token 'URL'. The Spelling Corrector module will 

search in a dictionary called Jazzy to correct misspelled words. The POS part uses 2 tagging 

systems, Stanford POS Tagger and CMU ARK POS tagger. The first one is meant to deal 

with “formal” tokens and extract word sense features while the second one is directed to the 

“informal” tokens and extracted ngram features and cluster features. Word sense 

disambiguation was done using UKB. Finally, on the pre-processing part, the negation used 

Christopher Potts logic the same as NRC's 2013 winning solution. 

The final features were word and character ngrams, lexicons based features, cluster 

and word senses created using the UKB word senses disambiguation. These features were 
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used as an input to a logistic regression classifier. Additionally, after the classification, 

weights were associated to the positive and to the negative classes and tuned to give the best 

F1-score according to the competition rules. 

The submission scored 72.12 in the 2013 dataset and 70.96 in the newly created 

dataset for the 2014 dataset achieving the first place. 

The second best scoring submission came from the work of [TWQL14]. As the first 

scoring system, NRC’s 2013 system was used as base. Additionally to most of the features 

from the previous year winner, they added a sentiment-specific word embedding (SSWE) 

created from a neural network and unsupervised learning method. This work latter generated a 

sentiment lexicon called TS-Lex, presented in section 2.2.7. 

The third place this year was the second place of 2013. Team RTRGO [GVJT14] 

basically improved their system changing the lexicon dictionary from SentiWordNet to Bing 

Liu’s, MPQA, Twitrratr wordlist and NRC hashtag sentiment lexicon. This helped raise their 

system final performance in about 5% achieving 69.95.   

In their ablation experiments, they concluded that the lexicon created features were the 

most significant as features for a machine learning algorithm but alone are not sufficient for 

good prediction. A basic machine learning algorithm with bag of words had better 

performance surpassing with only 700 examples a majority-vote strategy classifier that uses 

Bin Liu’s sentiment lexicon only. 

 

3.6.3. SemEval 2015 

The SemEval 2015 competition [RNKM15] was composed of two reruns from 

previous years, sentiment of just a phrase and sentiment of the whole tweet, and three new 

tasks, sentiment towards a topic in a single tweet, the overall sentiment towards a topic in a 

set of tweets and finally the degree of prior polarity of a phrase. Forty teams competed on the 

task sentiment analysis of a tweet. 

Rather than creating more features or different algorithms, the 2015 winner adopted a 

strategy that is very used by winners at Kaggle1, a popular Machine Learning competition 

website. The model proposed is an ensemble of previous year’s winners [HPBS15]. They 

reproduced the systems created by NRC Canada (2013-1st), GU-MLT-LT (2013-2nd), Klue 

(2013-5th) and TeamX (2014-1st) but instead of using the majority voting of the predictions 

                                                
1 www.kaggle.com 
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done by the classifier, the confidence of the four classifiers given in each class was averaged 

and then the class with the biggest confidence was chosen. 

According to the authors, they handpicked these systems first because of the good 

performance but also because they had different creation methods and that would guarantee 

different views for the same problem. They also emphasize that their reproduction of the 

systems is not exactly the same as the original, but a best effort copy. Even with some errors 

in implementation, they managed to score 64.84 points achieving first place. 

The second best system in 2015 [SeMo15] was called Unitn and achieved a close 

score of 64.59. Using neural networks and word embedding the system was one of the most 

robust in the whole classification path. Although not scoring the first place in the sentiment 

analysis task with the 2015 dataset, it achieved compared results for it and very good results 

for 2013 and 2014 making it the first place if the 3 years’ results were averaged. 

The system created uses a single convolutional layer followed by a non-linearity using 

ReLU activation, max pooling and a soft-max classification layer. Training the neural 

network with random weights and biases, the score achieved for 2014 dataset was 63.69. To 

improve the performance, word embedding retraining [MCCD13] and distant supervision for 

sentiment capture [GoBH09] raising the F1-score to 71.07 and 73.60, respectively. 

Achieving the bronze medal of 2015 competition, team Lsislif [HaBB15] used a 

combination of features generated from sentiment lexicons, word cluster, topic analysis, 

semantic role labeling and a standardization of the term frequency using multinomial 

distribution called Z score. 

The system achieved 64.27 points and the authors shown that although the Z-score 

helped the system, the lexicons are the strongest features and have the biggest impact in the 

performance. 

SemEval 2016 works were not considered in this work as the logic changed in this 

competition. The task of classifying positive, negative and neutral became a regression 

problem were the systems had to predict a score between 0 and 5, being 0 a negative Tweet 

while 5 a positive Tweet. This does not enable a direct comparison with the works presented 

in 2013, 2014 and 2015. 

Table 3-5 summarizes the top 3 systems for each year the SemEval’s competition, 

Twitter sentiment analysis. It shows the position achieved in the competition, the machine 

learning algorithm, lexicons and other features used and finally, the F1-score for each of the 
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datasets they were tested. It can be seen that with exception of TeraGram (rule based) and 

UNITN (deep learning based) all the models rely on some lexicon, corroborating the 

importance of this method on sentiment analysis for Twitter. 

 

 
Table 3-5  Summary of SemEval's works. 

 
3.6.4. Other Works 

One of the first works to focus specifically in sentiment analysis on Twitter is 

presented in [GoBH09]. By the time, as there was no big corpora of tweets, they created one 

using emoticons like “:)” and “:(“ as the key of Twitter’s search queries. It leads to a total of 

* contain or not contain ** number of

Nr Team Competition 
Rank

Learning 
Method Lexicons Other Features Results

1 NRC CANADA (Kiritchenko 
et al, 2014)

SemEval 13-1 SVM

NRC Hashtag Sentiment (A)
NRC Sentiment 140 (A)
NRC Emotion Lexicon (M)
Bing Liu (M)
MPQA Subjectivity Lexicon (M)

Word ngrams (1,2,3,4) *
Character ngrams (1,2,3,4) *
ALL-CAPS *
POS *
#hashtags *
NEG_negation *
!punctuation **
Emoticons :) *
Elooooongated **
Brown Cluster 10010001 *

SemEval -2013 – 69,02

2
GU-MLT-LT (Gunther et al, 
2013) SemEval 13-2 SGD SentiWordNet

normalized token *
Stems *
Brown Cluster 10010001 *
Negated normalized *

SemEval -2013 – 65,27

3
TeraGram (Reckman, H., 
Baird, C., Crawford, J.,et.al. 
2013)

SemEval 13-3 Rules Based --- --- SemEval -2013 – 64,86

4 TeamX (Miura et al., 2014) SemEval 14-1 Logistic 
Regression

All dictionaries from 1
AFINN-111
General Inquirer
SentiWordNet

Same as NRC
Word Sense UKB

SemEval-2013 - 72.12
SemEval-2014 - 70.96

5 Coooollll (Tang et al,.2014) SemEval 14--2 SVM Sentiment word embeddings
Same as NRC (1) minus POS, 
#hashtags
Emoticons :) from SentiStrengh

SemEval-2013 - 70.40
SemEval-2014 - 70.14

6
RTRGO  (Gunther et al, 
2014) SemEval 14-3 SGD

Bing Liu
MPQA
Twitrratr
NRC hashtag sentiment 

unigrams, bigrams - stopwords and 
punctuation *
stems - Porter *
Brown Cluster 100010001 *
#hashtags - *
URL *
Question Mark *
negated normalized *
exluded names and user mention

SemEval-2013 - 69.10
SemEval-2014 - 69.95

7 Webis (Hagen et al, 2015) SemEval 15-1 Ensemble
Ensemble of other models NRC 
(1), GU-MLT-LT (2), TeamX(3) 
and Klue

Ensemble of other models NRC (1), GU-
MLT-LT (2), TeamX(3) and Klue

SemEval-2013 - 68.49
SemEval-2014 - 70.86
SemEval-2015 - 64.84

8 UNITN (Severyn et al, 2015) SemEval 15-2 Neural Nets ---
Word embeddings (word2vec), Sentiment 
embeddings

SemEval-2013 - 72.79
SemEval-2014 - 73.60
SemEval-2015 - 64.59

9
Lsislif (Hamdam et al., 
2015) SemEval 15-3

LogisticRegress
ion

NRC Hashtag Sentiment (A)
NRC Sentiment 140 (A)
SentiWordNet (A)
Bing Liu (M)
MPQA Subjectivity Lexicon (M)

unigrams, bigrams *
Potts' negated *
Own Created Twitter Dictionary *
Z Score **
Brown Cluster 100010001 *
Topic Features **
Semantic Role Labeling Features

SemEval-2013 - 71.34
SemEval-2014 - 71.54
SemEval-2015 - 64.27
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1.6M tweets for training and 359 manually labeled for testing. For the learning part, they 

followed [PaLV02] and used unigrams and bigrams as input for SVM, Max Entropy and 

Naive Bayes. The best result came from the use of Unigram and Bigram and the Max Entropy 

classifier. As they were only predicting positive and negative tweets, no neutral, the accuracy 

achieved was 83.0%. The thing that needs to be noted here is that the measure used on their 

work is not the same as the ones used in the SemEval task. This makes comparison 

impossible. 

In [PaPa10] they created a new dataset with 300,000 tweets, but they evolved Go's 

model adding posts from 44 newspapers as the neutral. The idea is that objective texts, like 

news, do not contain sentiment attached to them as journalists search for neutral sentiments 

towards the news presented. An analysis of the dataset collected showed that the distribution 

of the words follows Zipf's law [Powe98] that some words appear many times and many 

appears just a few times. Another analysis made was based on the POS of the words. 

Subjective texts use more first and second person pronouns, past tense, superlative adjectives 

and adverbs while objective texts use third person, past participle and comparative adjectives. 

Comparing positive and negative contexts, positive use more superlative adverbs like “most” 

and “best” while negative use more verbs in the past tense like “missed”, “gone” and “lost”. 

The system created uses SVM as the classifier and as the input, unigrams, bigrams, 

trigrams and negated bigrams linking the negative terms with previous and next words. It 

creates tokens like “I do+not”, “do+not like” and “not+like fish”. The accuracy achieved was 

not explicitly informed, but by the graphs shown seemed around 0.65 in Go's test database. 

Some conclusions drawn in the paper is that bigrams worked better than trigrams and 

unigrams, bigger datasets help the classifiers until some point, the negation of words helped 

and that choosing features using salience rather than entropy is better. 

[ZGDH11] were the first to use lexicons on Twitter SA. The system was meant to 

perform entity-level sentiment-analysis and it was composed of multiple steps that would 

prepare the input features for a machine learning classifier. In a preprocessing step, retweets 

were removed, abbreviations were set back to the original form and external links and user 

names were removed. Questions were also removed and co-reference resolution is done 

finding the entity associated with pronouns like “it”. The lexicon dictionary used [DSLY08] 

was an expansion of WordNet added with idioms like “cost (somebody) an arm and a leg”. 

The authors further specialized it to Twitter context with emotions hashtags. Additional steps 
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include detecting comparative and opinion sentences and giving polarity to them. To raise 

recall after detecting possible polarity, using chi-square metrics they identified possible 

opinionated tweets and words that may be indicators of opinion and added them to the lexicon 

as well. The final step is a SVM classifier using unigrams and negation presence and the 

orientation for the entity. Their system was able to achieve and average accuracy of 0.854 in 

three classes classification, using a dataset that was created by them. The average F1-score is 

0.749. 

[JYZL11] discussed the target-dependent sentiment analysis. They argue that although 

sometimes the tweet is positive towards a subject, towards another in the same post it is not. 

In the example “Windows 7 is much better than Vista” there is a positive feeling regarding 

Windows 7 but not for Vista. They developed a system that is composed of three parts. First 

the subjective and objective posts are detected. For the subjective, polarity classification 

occurs and later a graph-based optimization is performed comparing the post with related 

posts. As input for the polarity classifier they used features “target-independent” like General 

Inquirer lexicon, words, hashtags, punctuations, emoticons and “target-dependent” that take 

into consideration the target and the words surrounding them (extended target) and the verbs 

influence over the target.  

They did not report their results very clearly but the accuracy achieved for 2 class 

classification seems to be 85.6% and for 3 classes is 68.3%, with and average F1-score for the 

3 classes of 67.6. The biggest contributions in this paper is that they show that subjectivity 

and objective classification is harder to do than polarity and that target dependent features and 

graph analysis may help to achieve better results.  

[MaFu11] analyze polarity of tweets related to politics. Their experiment is not the 

typical positive, negative and neutral classification problem but a classification whether the 

tweet is pro or con a political party and which party. For that they have created a corpus of 4 

million tweets collected over the UK pre-election of 2010 selected using hashtags like 

#election2010 and #bbcqt (BBC Question Time). The system was composed of many 

modules that included affect annotations using the WordNet as base and hashtags, detection 

of opinionated statements that included question marks, negatives, entity recognition to find 

political parties and finally a subject detection to identify the opinion holder. The performance 

of the system is calculated to be around 62% precision 37% recall. This result is not 
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comparable with other works seen so far as they do not deal exactly with the same kind of 

problem. 

The work closest to ours is in [LiCC15] where the use of lexicons were also done. The 

difference is that they used emoticons constructed from messengers from Yahoo, Msn, 

Google and SentiStrength and words from ANEW, PANAS-X, SENTICNET, LIWC, 

Sentiment Strength and SentiWordNet to create a knowledge base used in a first stage 

classifier. Only the tweets that did not have any tokens from the emoticons and affective 

words list would be sent to a second stage Machine Learning classifier. Although the first 

stage classifier had a mean accuracy of 82.88% in different datasets, its average coverage was 

only 11.53%. The final classifier that uses the 2-step procedure achieved a maximum F1-

Score of 72.4. 

 

 
Table 3-6   Summary of the other works on Sentiment Analysis using affective lexicons. 

 

  

Paper Learning 
Method Lexicons Other Features Results

Go et al. 2009
SVM, NB, 
Maximum 
Entropy

--- Unigrams, bigrams
Accuracy (2 
classes) 78.8% - 
83.0%

Pak and Paroubek 
2010 SVM ---

Unigrams, bigrams, trigrams, 
negation

Accuracy (3 
classes) around 
0.65

Zhang et al. 2011 SVM Wordnet Expanded Unigrams, negation

Accuracy (3 
classes) 85%
F1-Score (2 
classes) 0.749

Jiang et al 2011 SVM General Inquirer Unigrams, emoticons, punctuation, 
prior subjectivity, polarity

Accuracy (2 
classes) 85.6%
Accuracy(3 
classes) 68.3%

Maynard and Funk 
(2012) Rules Own dictionary

base and hashtags, detection of 
opinionated statements that 
included question marks, negatives, 
entity recognition, subject definition

---

Lima et Al 2015

NB
SVM
J48
KNN

ANEW
PANAS-X
SENTICNET
LIWC
SentiWordNet
Sentiment Strength

n-grams, POS, lemmas F1-score 0.724
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3.7. Foundations Summary 

In this chapter, it was presented the problem of Sentiment Analysis and why it is still 

relevant today, specially in the context of short messages like Twitter’s. It also described the 

techniques commonly used in the task of sentiment analysis of texts as well as the works done 

in the SemEval competitions that represent the state of the art in the area. 

The next chapter will cover the creation of a base model and the study of each lexicon 

individual contribution to the SA pipeline.   
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4. Chapter 4 

Base pipeline and Lexicon’s features  

This study will use a machine learning approach to the SA task. That means that the 

original tweet will become a feature matrix fed into a Machine Learning algorithm creating a 

model that maps the input data to the output value of the twitter sentiment analysis. The 

performance of each generated model will be measured using the F1-macro score, as 

explained in section 3.1. 

To create a more robust Sentiment Analysis pipeline and to understand what are the 

best features that can contribute to the model performance, the following macro procedure 

was used: 

 

 
Figure 4-1 Overview of the study pipeline. 

 

As shown in Figure 4-1, the pipeline is a 3-step process. First, using the training and 

development dataset provided by SemEval 2013 some non-lexicon based features are created 

(BOW, negated words, etc.) forming a base feature set. Then the opinion and sentiment 

lexicons are tested individually. For each opinion and sentiment lexicon, different ways of 

using the lexicon is tested merging the newly created features with the base features created in 
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the previous step. This features dataset is then tested with many of the machine learning 

algorithms to find the best features/algorithms for each of the lexicons. 

On stage 2, a Genetic Algorithm is used to search heuristically for the most performant 

combinations of lexicons. The final result of this step is a list of lexicon combination and their 

individual performance. This enables to pick the best combination that maximizes the F1-

score for this dataset. 

Finally, in the third step, the training and development datasets are merged and the 

features are recreated using the same procedures used in the first step and the best 

combination found in step 2. This newly created train dataset is used to make the final model 

that will predict the sentiment of the test dataset provided. 

The afore mentioned text processing and machine learning tasks were performed using 

well-known Python libraries namely NLTK1 [BiKL09] and Scikit-learn2 [PeVa11]. All the 

code can be found in a Github3 repository provided by the author. 

In the next sections the creation process of the base features and each lexicon best 

features will be presented. Chapter 5 will demonstrate the search procedure used to find the 

best combination of the lexicons and how they perform in the test dataset of SemEval 2014 

and 2015 dataset and Chapter 6 will present the final conclusions. 

 

4.1. Raw Tweets 

The SemEval 2013 task B dataset was used as the base to develop the whole pipeline. 

The main reason for this is that the SemEval works done in 2013, 2014 and 2015 all use this 

dataset, enabling comparison between works. 

Although the dataset is open and free for use, the text content of each tweet is property 

of Tweeter and was not given by the competition organizer. It is up to the interested user to 

download the content directly from the website using a download script provided. 

Three dataset files were given containing the uid and sid of individual tweets and the 

sentiment associated to each of them. The first is a train file, that was used to train the model, 

a development (dev) file used to evaluate the performance of the trained model and finally, a 

test file that should have its sentiment predicted. By the time of the competition, the test file 

                                                
1 http://www.ntlk.org 
2 http://scikit-learn.org/ 
3 https://github.com/AdrianoW/Twitter-sentiment-analysis-master 
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did not have the sentiment given as they were kept secret so that the organizers could assess 

the teams’ models independently.  

In this work, we have used the test file only at the final pipeline to guarantee that the 

decisions were not biased towards best results on the test set. This emulates a real-world 

scenario where the polarities of the tweets are unknown and the SA pipeline is used to predict 

it. 

The biggest problem with downloading content directly from Twitter is that users may 

exclude their posts. This causes the dataset final size to change over time and make the 

comparison between models created in different works not precise as each of them have 

different dataset sizes. The tables below present the original dataset constitution and the 

number of tweets used in the top 3 works of SemEval 2013 as well as this work. This will 

influence the final result but it is impossible to say whether it affects positively or negatively 

as the dataset used in the previous works are not available. 

 

 
Table 4-1   Dataset sizes compared 

 
The final constitution of this work dataset and the difference to the original proposed 

dataset is shown on table 4-2. The lost in average was around 15% but the negative set of 

tweets had the biggest lost. This can hurt the model performance if compared to other works 

as the short number of negative examples make harder for the classifier to properly learn this 

class. 

 

  
Table 4-2   Final dataset distribution and the percent lost 

 

  

Work Train Dev Test
SemEval 2013 Task 2 (Nakov, P. et al, 2013) 9728 1654 3814
NRC CANADA (Kiritchenko et al, 2014) 8258 1654 3813
GU-MLT-LT (Gunther et al, 2013) 10368 --- 3813
TeraGram (Reckman, H., Baird, C., 
Crawford, J.,et.al. 2013)

--- --- 3813

This Work 8171 1405 3239

Corpus Positive Negative Neutral Total
Training 3045 1197 3929 8171
Dev 489 284 632 1405
Test 1313 488 1438 3239

Corpus Positive Negative Neutral Total
Training 17% 18% 15% 16%
Dev 15% 16% 14% 15%
Test 17% 19% 12% 15%
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4.2. Base Features 

As explained in Chapter 3, the Sentiment Analysis models that achieve better 

performance at this task are the hybrid ones. It means that the features created are a mix of 

regular semantic features like BOW, number of POS tags, count of positive and negative 

emoticons, and lexicon created features like the polarity of individual words or the total count 

or sum of all individual polarities. This is not a solved problem as each study uses the lexicon 

in different ways, creating different features.  

The consensus as shown in the many works done for the SemEval competition is that 

after having a base set of features, the lexicon created features add power to the models. This 

section describes the procedure used to test for a lexical set of features that enable a good 

starting point for the model. The final result of this part is what will be called the Base 

Features. 

For all the following tests a Stratified Cross Validation of 10 folds was used. Figure 

4-2 displays the process in more details using as example a dataset with two classes. The same 

idea could be extrapolated to a 3-class dataset.  

The dataset is split in 10 pieces and for each fold, a different piece is chosen as the 

validation dataset being left out of the training dataset. The main objective is to do data 

augmentation having 10 independent results that can capture the behavior of the model in 

different datasets. 

 

 
Figure 4-2 Explanation of the 10-fold cross validation 
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Each fold was scored according to the F1-Score used in the SemEval 2013 task B. The 

results shown are the average and the standard deviation of the 10-fold models. 

 

4.2.1. Bag of words model 

The first characteristic tested was the use of a BOW (bag of words) with count of 

words (frequency) or a simple Boolean indicating the presence or absence of a word.  

Notice in Figure 4-3 for example the word calling. The first table has a value of 2 in 

the first line, meaning that there was on the first tweet 2 appearances of this word while the 

second line has a value of 0, indicating that this word was not present in this tweet. In 

contrast, the second table has a value of 1 for the first tweet in the same word calling, 

indicating that this word was present but the number of times is not important. 

The SemEval training dataset generated a BOW model of 21.143 tokens where each 

token is a feature that will be used by the machine learning model. 

 
id:264187448853151744 | sentiment:0 | text: Calling all voters, I'm cal
ling on Nevada,Florida,Ohio,Tuesday night is the night u guys will i re
peat will shine for the president lets go! 
 
id:254941790757601280 | sentiment:-1 | text: They may have a SuperBowl 
in Dallas, but Dallas ain't winning a SuperBowl. Not with that quarterb
ack and owner. @S4NYC @RasmussenPoll 

 

 

 
Figure 4-3 Two example tweets with frequency and boolean versions of the features 

 
To check the difference between the two types of BOW, the features created were 

used as the input dataset of Scikit-learn’s Linear SVC with a 10-fold cross validation. The 

results on Table 4-3 demonstrated a better performance on the train dataset for the Boolean 

version while the frequency version had a better performance on the development dataset 

making its value even better than the one presented on the train dataset.  
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Table 4-3   Frequency and Boolean BOW 

 
An interesting consideration is that the F1 for the negated part of the development 

dataset is where the biggest hit is. That means that our pipeline is not able to handle as well 

negative tweets as it is able to handle positive and neutral ones. Another consideration is that 

the frequency BOW resulted in a better average F1-score. 

Section 4.2.3 will dive deeper and test the BOW model in conjunction with different 

machine learning models to decide which one will be best. 

 

4.2.2. Tokenizer 

The tokenizer has also an importance on the SA. Properly separate and clean the 

tokens is important because they will serve as the index to find the polarities of the words in 

the lexicons. 

 Scikit-learn tokenizes the text automatically when doing the BOW using frequency or 

boolean. The default behavior strips important information in the twitter SA pipeline like 

hashtags. To properly separated the words into tokens without losing information, the 

following tokenizers were tested: 

• Word Tokenizer – parse the text using a regular expression that identifies 

words. It is the default behavior of the counter tokenizer previously shown; 

• NLTK Casual – uses a set of regular expressions that were tuned to properly 

parse tweets with its particular properties like emoticons, hashtags, etc. 

• CMU ARK Twitter POS Tagger – This is the tokenizer created by the 

Carnegie Mellon. Additional details can be found in [OODG13]  

 

The Figure 4-4 shows a fake test tweet created to show the main differences between 

the tokenizers. In Table 4-4 the tokens create by each tokenizer is shown. Notice how 

different tokens where created. The simple word tokenizer has no mentions (@mention) and 

hashtags (#hashtext) and it splits the URL address, while NLTK Casual kept the hashtag and 
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the url and deleted the mention and the CMU ARK kept the whole tweet respecting mentions, 

emoticons, hashtags and urls. 

 
This is a TEST tweet #hashtext @mention http://www.testurl.com $89.99 :
) >:( 
 

Figure 4-4 Sample tweets 

 

 
 

Table 4-4 Tokenization of the example tweet 

 
Finally, to check if the different tokenization would influence the machine learning 

model, each of the three tokenizers was used to create a dataset that was used to create a 

different model. The word tokenizer generated 21.143 features, the NLTK generated 19.835 

and the ARK created 23.387 tokens. 

Table 4-5 shows that the ARK and the NLTK tokenizer had almost the same 

performance, with a small advantage in the development dataset to the ARK tokenizer, while 

the Word tokenizer was behind. Due to be more complete and maintain more varied tokens, 

the ARK tokenizer was chosen to be part of the baseline. An independent t-test demonstrates 

that the results of the 10-fold cross-validation over the development dataset were significant 

when comparing the values achieved using the tokenizers ARK and NLTK against tokenizing 

using the words only. The p-values shown in Table 4-6 are below the significant level of 0.05, 

indicating that the differences are meaningful and very unlikely to happen by chance. 
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Table 4-5 Comparision of three tokenizers 

 
 

 
Table 4-6 T-test to check if the changes were significant 

 
 

4.2.3. Testing Algorithms 

 

Another important step in any pipeline is to choose the algorithm that can produces the 

model with the best performance in the given dataset.  

Twelve different algorithms were tested using a 10-fold cross validation as described 

in section 0. They were chosen due to good performance presented in previous paper or due to 

the different nature of its composition, like trees and boost. All algorithms were part of the 

Scikit-learn library with exception of the XGBoost presented on [ChGu16] that is a 

standalone library.  

To make a second check on how the creation of the features presented in 4.2.1 would 

affect this problem, 3 different features creation methods were used: Boolean, counting and 

counting then normalizing using the Max Absolute scaler. The scaler dives all the values in a 

feature by its biggest value, making the values between -1 and 1. 

Tables Table 4-7, Table 4-8 and Table 4-9 demonstrate the performance of the 

algorithms using the Ark Tokenizer with Boolean, count and count plus normalization as 

described above. The field “train score” and “dev score” represents the average performance 

of the model in the 10-fold cross-validation while the “f1_dev_neg”, “f1_dev_neu” and 

“f1_dev_pos” show the performance in the negative, neutral and positive classes. The first 
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column is the name of the algorithm class in the Scikit-learn library. For details of the 

individual implementation of each, please refer to the library’s documentation1.  

The best performance was achieved using the ARK tokenizer and count only. The 

XGBoost that is a great contender in many machine learning challenges (Kaggle2) performed 

very poorly in this task. A simple perceptron had also a poor performance.  

 

 
Table 4-7   Comparision of 10 algorithms using Ark Tokenizer and boolean features.  

 

 
Table 4-8   Comparision of 10 algorithms using Ark Tokenizer and count 

 

                                                
1 http://scikit-learn.org/stable/modules/classes.html 
2 www.kaggle.com 
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Table 4-9   Comparision of 10 algorithms using Ark Tokenizer and count features and 

normalization.  

 
The t-test shows that there is no statistical difference between using the boolean or the 

frequency while the normalization has worst performance. Considering the count of words, 

Table 4-10 shows that the algorithms LogisticRegression and LinearSVC have statistical 

similar values (significant column is False) while the others are worst. 

 

 
Table 4-10 T-test between the Ark-LinearSVC (best model in section 4.2.3) and 10 algorithms 
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4.2.4. Dimensionality reduction 

 

One of the biggest issues with working with Machine Learning on NLP is that the 

number of features that are created are usually very big. This happens as the BOW model 

creates one feature for each of the words it finds in the text. 

Using the ARK tokenizer, the training dataset has a dimension of 8171 lines by 23387 

features. In other words, the number of features is almost four times bigger than the number 

tweets. 

Four different approaches were tested to reduce the number of features: 

• Create a list of stop words to be removed from the dataset.  

• Filter some part of speech tags as in [KSTA15] keeping only the noun, verb, 

adverb, interjection, emoticon, abbreviations, foreign words, possessive 

endings. 

• Normalizing tokens. Mentions, hashtags, urls, numbers were substituted by 

fixed words. For example, the mentions @user1 and @user2 were replaced by 

MENTION word. 

• Automatic Token selection using correlation between the labels and the 

features. ANOVA f-value, mutual information for classification and chi-

squared were tested. 

 

The approach of removing stop words was done in two steps: first a list of how many 

times each word appeared was done and then the 300 most common were used as stop words. 

That did not yield better results. In a second step, some stop words were handpicked 

according to how meaningful they were. The final list is composed of the words shown in the 

Figure 4-5. A list of 153 stop words present in the NTLK library was also used as a 

benchmark. Table 4-11 depicts the results with manually selected tokens while Table 4-13 

shows the results with the NTLK’s big list of stop words. Notice that the smaller selection 

yielded better results. 

 

  

Figure 4-5 Stop words selected 
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Table 4-11 Results using a set of manually picked stopwords. 

 

 
 

Table 4-12 Results of using the NTLK stop words 

  
Following the work done in [KSTA15], some POS tags were filtered but that did not 

improve the performance as shown in Table 4-13. 
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Table 4-13 Results filtering the POS tags. 

 

Another step taken in the direction of dimensionality reduction was to substitute 

(normalize) the mentions (@username), url, numbers and hashtags(#text) for a single token 

that would represent the element type. For example, all the mentions were substituted by the 

token @MENTION while all the urls were replaced by URL. As it can be seen in Table 4-14, 

this operation helped the model and raised a little its performance to 0.565 in the development 

dataset. 

 

 
Table 4-14 Results normalizing tokens. 
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 So far, using stop words and normalizing tokens improved by a small margin the train 

and dev scores. In all the test so far, the best models achieved came from the use of the 

LinearSVC, LogisticRegression and SGDClassifier algorithms. 

The last step in the features reduction was to test for automatic feature selection. We 

expand the feature selection idea presented in [PCEP16] using three different correlation 

metrics, ANOVA, Mutual Information and Chi-squared.  

To have a better idea of what is the best selection, an incremental reduction plot was 

used. For each of the measures, 10 different percentage levels of the most important features 

were selected: 1%, 3%, 5%, 15%, 20%, 30%, 40%. 60%, 80% and 100%. This enables a good 

view of how the number of features affects the final performance. The features used as base 

were the ones created on the normalized tokens steps with the stop words removed and the 

algorithm was the Logistic Regression as it had a better performance on some of the previous 

step.  

The figures 4-6 to 4-8 shows the 3 metrics and how they behave with different 

percentages of feature selection. The results in Train and Dev dataset had similar behavior 

when varying the number of features. Notice the peak of performance using 3% and 5% with 

a drop on performance around 20% and 40% with a constant raise proportional with the raise 

in the number of features. We hypothesize that the feature reduction first chooses the 

important features, then adds noise to the selection and finally, with addition of a lot features, 

starts to overfit for the specific dataset. 

 

 
Figure 4-6 Performance varying feature selection percent – Metric ANOVA 
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Figure 4-7 Performance varying feature selection percent – Metric Mutual Information 

 

 
Figure 4-8 Performance varying feature selection percent – Metric Chi-squared 

 
 

Table 4-15 to Table 4-17 show the numerical performance of the algorithms with the 

different levels of feature selection. It is presented the 4 best algorithms because in some of 

the selections a forth algorithm (RidgeClassifier) outperformed one of the 3 best so far. The 

nan values indicate that the algorithm was not in the top 3 for the specific percentage. 

 

 
Table 4-15 Top 3 results – varying percentage – metric Anova  
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Table 4-16 Top 3 results – varying percentage – metric Mutual Information 

 

 
Table 4-17 Top 3 results – varying percentage – metric Chi-squared 

 
The best result found for the features selection was using the metric Chi-squared at 5% 

selection. From the results achieved so far, it can also be seen that 3 algorithms work better 

for this dataset: Linear SVC, LogisticRegression and SGDClassifier. The RidgeClassifier is 

this last 3 tests were close to the SGDClassifier but when the dimensionality grows it loses its 

prediction power.  

In summary, the best dimensionality reduction setup is the removal of selected stop 

words followed by the normalization of the url, mentions, numbers and hash ending with the 

automatic selection using the chi-squared measure. The t-test presented in Table 4-18 shows 

that there is a statistically significant difference in the model’s performance before and after 

the feature selection process. 

 

 
Table 4-18 T-test for the dimensionality reduction 

 

As the result achieved in this test was and improvement from previous step, this setup 

will be used as the base for the rest of the SA pipeline experiments. Also, only the 3 
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classifiers with best results will be compared for the remaining sections as the rest of the 

classifier do not add much to the experiment due to its low performance.  

 

4.2.5. Bigrams and Trigrams 

 

Bigrams and trigrams were tested to check if they could improve the pipeline. The 

number of features grows a lot when using bigrams (103.150) and trigrams (244.480). By the 

previous section, it could be seen that the results were better when less features were used. So 

auto feature selection was applied to the bigger dataset creating a dataset with 5% of the 

original size. 

The performance demonstrated in Table 4-19 and Table 4-20 shows that the bigrams 

and trigrams can indeed improve performance in the train dataset. Comparing the 

performance of the train and development dataset, it can be seen that the bigrams and trigrams 

did not influence the performance of the development creating a big gap between both 

datasets. This means that these features only made the model to overfit and did not provide 

any real gain.  

 
Table 4-19 - Bigrams and automatic feature selection 

 

 
Table 4-20 - Trigrams and automatic feature selection 

 

4.2.6. Finding the Best Parameters 

 

So far, the best algorithms have been LogisticRegression, LinearSVC and 

SGDClassifier using feature selection with the metric Chi-square as shown on table Table 

4-17. All the algorithms have been used with their default parameters.  
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In this step, a brute force method known as grid search is used in conjunction with 

cross validation of 10-fold (as shown in Figure 4-2) to find the best parameters for the three 

previously mentioned algorithms.  

The idea is that all the parameters combinations are tested and the one with the best 

average f1-score in the development dataset is chosen as the configuration of the algorithm.  

 

 
Table 4-21 Newly achieved results, using the new parameters found with grid search. 

 

 As it can be seen in Table 4-22, tuning the parameters had a big improvement in the 

algorithm performance achieving an average gain of around 8.5%. This is a good raise if 

compared to the previous steps in the SA pipeline. The t-test in Table 4-23 shows that the 

improvement was statistically significant. Table 4-24 lists the parameters found by the grid 

search. 

 

 
Table 4-22 Comparison before and after tuning 

 

 
Table 4-23 T-test comparing the results before and afeter optimization 
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Table 4-24 The best algorithm’s parameters discovered by the search 

 

4.2.7. Negation of words 

 

Negation of words is another pre-treatment that is tested in many works. As it can be 

seen in [Coun10] the negation is an area of study itself in SA and there is not consensus where 

the negation can improve or decrease the performance of the SA pipeline.  

Following Pott’s tutorial1, as used in [Pott11, ReSB15, TBTV11] negation tokens were 

created. The basic idea is that if a negation word is found, all the next tokens (words) are 

appended with a prefix “NEG_” until a stop punctuation is found. As a consequence, words 

that are in a negation phrase create a different token than when these words are in a positive 

sentence. This would enable the classifier to distinguish both situations. 

Figure 4-9 shows the different tokens created using the negation token. Notice that 2 

new tokens (NEG_know and NEG_nothing) were created and the token know has a small 

number of counts in the negated version. 

 

 

                                                
1 http://sentiment.christopherpotts.net/lingstruc.html#negation 
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Figure 4-9 Tokens generated using and without using the negation context 

 

With the new set of negated tokens, all the pipeline was run: normalizing, stop words 

removal, feature reduction with chi-squared as the metric and test with the best performant 

tuned algorithms.  

 

 
Table 4-25 Results with negation tokens 

 
The results of the negated dataset (Table 4-25) are worse than the ones not using 

negation (Table 4-21). The biggest hit happened in the negation part of the development 

dataset where for all the algorithms used, the f1_dev_neg column had a decrease in value.  

 

4.2.8. Brown Clustering 

Following the work done by [GüFu13, MoKZ13], features related to the Brown 

Cluster were also tested. The idea is simple, for all word that is part of Brown’s list, a new 

token with the cluster number is created. For example, the word gas will generate an 

additional token 11110101011011 that is its cluster number. More information related to 

Brown is found in Section 2.1.4.  

Phrase: I know that I do not know nothing, but I try.
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In this work we use the Tweet NLP Ark from Carnegie Mellon that relies on the word 

cluster created in [Brow92] using 50M tweets collected from September of 2008 and August 

2012. The use is relatively simple where words serve as keys to find the cluster number 

associated to them. 

The final feature vector generated increased the number of features from 927 to 

19021. As it can be seen in the previous experiments, highest dimensionalities hurt the 

model’s performance. A reduction using the Chi-Squared was also applied to the 19k features 

creating a final vector of 951 features. Comparing Table 4-26 and Table 4-27 there is an 

improvement using features selection but comparing with the results from section 4.2.6, it did 

not improve the overall performance of the model using the development or training dataset. 

 

 
Table 4-26 Results with Brown clusters, no feature selection. 

 

 
Table 4-27 Results with Brown clusters, with feature selection. 

 
4.2.9. Other pre-processing techniques 

A final set of features was created that capture the overall number of occurrences of 

capitalization words, exclamations, question and exclamations phrases. This added 4 features 

to the original 927 features from section 0. 

Once more, the changes did not improve the scores so they will not be used in the 

pipeline. 
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Table 4-28 Result of the creation of 4 new features 

 
 

4.2.10. Final best combination 

In this topic, it was demonstrated the many features that were created and tested in the 

SA pipeline. As it can be seen, most of them did not improved the final performance. The 

Table 4-29 summarizes the features tested, the best scores achieved in the train and 

development dataset. The column Best Model summarizes the best final combination, the “+/-

” signalizes whether this step helped or not the pipeline. If -, this step is ignored, if + this step 

is kept. 

 

 
Table 4-29 The summary of base feature creation. 

 

Notice that the biggest differences came from the dimensionality reduction, the 

cleaning of the tokens and the tuning of the models. All these steps were responsible for 

nearly 16% of improvement over the original bag of words model with no tuning. The final 

model of the base features is able to generate and average F1-score of 66.296 in the training 

dataset and 62.977 in the development dataset.  

For the next part of this chapter, we will use this newly created based features and 

pipeline as the base to test the lexicon features. 
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4.3. Opinion Lexicon’s Features 

Each of the Opinion Lexicon has a different set of words and the values associated 

with them. For example, the word great may have a value of 1 in one lexicon and have the 

value 5 in another.  

Each of the 7 lexicons presented in the Chapter 2 were tested to find the best way to 

use them with the SemEval 2013 dataset. Three set of features were created: 

• Tokens' Polarities: Each token found in the lexicon creates a feature with the 

lexicon name and the token. The value found in the Opinion lexicon is set as 

the value for this created feature. For example, the word hate was found in the 

Bing Lexicon, and has a value of -1. The feature created is BING_hate with 

value -1. 

• Statistical Features: 

o Mean value of all the tokens found in a tweet (avg). 

o The minimum value found in a tweet (min). 

o The maximum value found in a tweet (max). 

o The sum of all values found in a tweet (sum). 

o The amount of negative words in a tweet (negamt). 

o The amount of positive words in a tweet (posamt). 

• Final polarity: If the sum is positive, this feature receives the value +1, if the 

sum is 0, this value receives 0 else it receives the value -1 (fpol). 

 

These features were created following the work done by [GüFu13]. Figure 4-10 

demonstrate a set of statistical features generated for a single tweet using the Bing lexicon. 

Notice that in the example, the word like is negated and that generated a reversed polarity. 

The use of this technique will also be tested in the process described next.  

To identify the features that adds more predictive power to the predictive model, the 

same machine learning pipeline with 10-fold cross validation was used as presented in session 

0.  

Figure 4-11 explains the lexicon verification process. The first step, the Features Sets 

part, features for the lexicon are created as shown in Figure 4-10. Each feature is tested alone 

merged with the best base features summarized in section 4.2.10 or together with the other 

features and the base features. 
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Figure 4-10 Example of the features created for one tweet using Bing Lexicon with the 

polarity values found in it. 

 
 
  The next step, the Machine Learning Pipeline, the features matrixes created in the 

previous step are used to train a 10-fold cross validation model explained in section 0. The 

algorithms that will be used in the pipeline will still be only the 3 best from the previous 

sections. 

Finally, in the ML Pipeline Best Results step, the results from the models are 

compared generating and Overall Best pipeline that makes use of the Lexicon.  

Notice that due to the number of features generated when the tokens polarities feature 

set is used, automatic dimensionality reduction will also be used to find the best features 

generated by the Lexicon. For each of the 5%, 10%, 15%, 30% best features, a 10-fold cross 

validation will create the average F1-score of the models. 
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Figure 4-11 Pipeline used to identify the best features for each lexicon 

 

To make the process clearer, take a hypothetical lexicon. Each of the tokens from the 

training dataset will be checked if they have a polarity value in the lexicon and the features 

are created as explained in Figure 4-10. Hypothetically, this created another 1500 features that 

will be joined with the 927 base features creating a training dataset of 8171 tweets with 2427 

features. The same 1500 features will be created for the development dataset, generating a 

feature matrix of 1405 per 2427. Next, a 10-fold cross validation will be used to check which 

of the 3 algorithms produce a better average F1-score. Then, the development dataset is 

reduced to its 5% and checked against the 10-fold 3 algorithms pipeline, then the 10% and so 

on. Finally, all these results are compared creating the best pipeline for the tested lexicon. The 

best result can then be compared with the base results produced with just the base features and 

it can be stated that the lexicon helps or not in the SA task.  

The next sessions will describe the best features found in each of the Opinion 

Lexicons and the performance achieved using the individual lexicon. The Bing Lexicon will 

be used as an example of the whole pipeline described in the hypothetical case above. For the 

rest of the lexicons, it will be shown only the results of the best parameters. 

 

4.3.1. Bing Lexicon 

 

This opinion lexicon is composed of just positive and negative values. The distribution 

displayed in Figure 4-12 shows that the lexicon is composed of almost twice the number of 

negative values than positive values. 
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The first step tested was to use just the statistic features (min, max, sum, avg, posamt 

and negamt) and Final Polarity without the Tokens' individual polarities. The negation of 

words was ignored. This created a training and development dataset of 933 features (927 

original plus 6 lexical). Table 4-30 shows the results achieved.  

 

 
Figure 4-12 Distribution of the word values found inside the Bing Lexicon 

 

 
Table 4-30 Results of the 10-fold training for statistical features only for the Bing lexicon 

 

Next, the same procedure is repeated but now considering the negation of the tokens 

when creating the tokens’ polarities. A small improvement was achieved in both datasets. 

 
Table 4-31 Results of the 10-fold training using the negation to reverse token’s polarities 

 

Testing the statistical features individually or the tokens individual polarities with 

negation or nor did not yield better results as it is shown by Table 4-32 and Table 4-33. 
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Table 4-32 Best results for the individual features generation. No negation. 

 

 
Table 4-33 Best results for the individual features generation. With negation. 

 

Next, the selection of the token polarities features is done with all the other types of 

features, without negation and with negation of the tokens. Although being close to the scores 

of the model created without using token polarities, no model using token polarities was 

better.  

 
Table 4-34 Token Polarities, Final Polarities, Statistical features. 

 
Table 4-35 Token Polarities, Final Polarities, Statistical features and negation of tokens. 
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 As it can be seen from the models created, the best use of the Bing’s Lexicon came 

from the use of Statistical and Final Polarity features and using the negation of the words to 

reverse the individual polarities of the tokens before creating the statistical features. The score 

achieved by the best model is 65.591 using the statistical and polarities features and not using 

the tokens. According to the t-test, this result was statistically significant when it was 

compared with the base results (from section 4.2.10). 

 

4.3.2. SentiWordNet Lexicon 

 
As explained in Chapter 2.2.2. the words in this lexicon are made of positive, negative 

and objective values that complement each other summing to 1. The histogram of the words 

according to its values is shown in Figure 4-13. By the histograms, it can be seen that the 

extreme words, the ones that carry the highest values, are the minority. Most of the words are 

close to 0 and that the values vary from 0.0 to 0.9. 

 
 

 
Figure 4-13 Distribution of the word values found inside the SentiWordNet Lexicon 

  

The features tested for the Lexicon were: 

• For each token in a tweet, create a Positive, Objective and Negative score 

• Create a single Positive, Objective and Negative score for each tweet that is the 

sum of all tokens’ values 

• Create a single Positive, Objective and Negative score for each tweet that is the 

average of all tokens’ values 
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• Consider a minimum value (threshold) to consider a word in the statistics. For 

these tokens, create a single Positive and Negative threshold value for the tweet 

that is the sum their values and another that is the average of this values 

• Create a decision that the tweet is positive or negative. If the average of the 

positive is bigger than the average of negatives, the tweet is classified as positive. 

Otherwise, it is considered negative. It is marked as neutral when they are the 

same. 

 

Following the work of [GüFu13, KiZM14] all the above features were considered 

using two types of values for the positive, negative and neutral scales: 

• Get the value of the first occurrence of the word in the WordNet 

• Create an average of all the related synsets’ values 

 

To better illustrate the differences noted above, the word pure as an adjective has 6 

synsets: arrant, saturated and 4 synsets with different meaning of pure. If used the first 

synset, the positive, negative and objective values would be [0.32, 0.16, 0.52] respectively 

while using the average of all synsets, it becomes [0.375, 0.125, 0.5].   

In the end, the best features parameters were a combination of using a threshold of 

0.75, making the average, sum and the decision features using the value of the first synset 

only. The real big difference though came from the negated tokens. When a token with the 

NEG_ prefix was found, the negative and positive values were swapped before doing the 

statistics. The final model had a F1-score of 63.390 using the SGDClassifier and was not 

statistically significant. This means that as the base score has 62.97 for the same classifier, the 

difference is too small to conclude that it does not happen by chance.  

 
4.3.3. MSOL Lexicon 

 
Like Bing’s Lexicon, the MSOL is composed of two possible values for the tokens 

polarities and the distribution is made of more negative than positive values. Figure 4-14 

displays its values distribution. On the other side, the amount of words is more than 10 times 

the amount of words found in the Bing's Lexicon. MSOL also has bigrams and the words are 

joined by an “_” character so this will be accounted when searching for tokens polarities. 
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Figure 4-14 Distribution of the word values in MSOL Lexicon 

 
The methods used to create models and check the predictive power of MSOL were the 

same used for Bing's lexicon: the statistical features and final polarity used individually or 

together, tokens' polarities with automatic selection and use of negation to create the tokens. 

None of the techniques were able to achieve a better score than the base process or 

Bing, confirmed by the t-test. 

 

4.3.4. SentiStrength Lexicon 

As a manual created lexicon, SentiStrength has only 2,6k words in its lexicon. Its 

distribution of values is different from the previous lexicons as the majority of the tokens are 

negative but are not in the extremes of the values range. Figure 4-15 displays the values 

distributions. 

The features created were the same 3 types used in the others, but the results were 

different from the ones seen so far. From all the features created, the one with the biggest 

impact in the model was the max value of all the tokens in the tweet when using the negated 

version of the tokens. This feature was able to give a gain of 0.9 to the model and surpassed 

all other techniques tried in this lexicon. 

The final result achieved in the development dataset was 63.892 and it was statistically 

relevant according to the t-test. 
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Figure 4-15 Distribution of the word values in SentiStrength Lexicon 

 

 

4.3.5. NRC Hashtag Sentiment Lexicon 

 
Like all the lexicons so far, the NRC Hashtag present more negative values than 

positive as it can be seen on its distribution shown in Figure 4-16. The values in this lexicon 

should range from -5 to +5 indicating how strong the word represent the positive or negative 

sentiment but the graph shows there is a value that was not properly annotated and has a value 

close to -9. 

As explained in section 2.2.5, the lexicon’s tokens and their polarities were created in 

a semi-automatic manner. This generated bigrams, trigrams and non-contiguous words tokens. 

For Example, be---life is a non-contiguous token that could represent "be my life", "be your 

life", etc. To properly test this lexicon, the use of bigrams, trigrams, non-contiguous was also 

done. 

The individual use of the statistical features produced 5 features that added a little to 

the original base model: the total average, total sum, minimum, the total polarity and the final 

polarity. Using the tokens’ polarities did not helped the model as it created 44k new tokens. 

Using auto selection of features did not improve the model too. 
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Figure 4-16 Distribution of the word values in NRC Hashtag Lexicon 

 
The best model came when all the features were put together except the tokens’ 

polarities. The model achieved in the development dataset a not statistically relevant F1-score 

of 63.699, an increase of 0.7 from the base model but did not raise the score for the training 

dataset. This could mean that the model has overfit the development dataset. 

Another observation is that when bigrams, trigrams and non-contiguous tokens were 

not used, the model had a hit in performance. 

 
4.3.6. Sentiment 140 Lexicon 

 
Sentiment 140 lexicon was developed in a similar way as the previous lexicon, the 

NRC Hash. The biggest difference is that the Twitter dataset used was bigger, containing 1.6 

Million tweets. As it can be seen in Figure 4-17 distribution of values is similar to the ones 

found in its sibling with peeks of values in the lowest part of the scale and in the middle of the 

scale. 

Following the test procedures, the use of individual statistic and polarities created 7 

features that used together increased the average score in the development database to 64.544, 

a very significant score according to the t-test. The training dataset F1-Score also had a raise 

so that could mean a real gain in the pipeline with the use of this lexicon. Negation of the 

tokens values did not help.  
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Figure 4-17 Distribution of the word values in NRC Sentiment 140 Lexicon 

 
The use of all the token’s polarities created 57k new features that did not help the base 

model even if auto selection of features was used. In pair with the other automated created 

lexicon NRC Hash, removing the bigrams, trigrams and contiguous tokens had a hit in 

performance.  

 
4.3.7. TS-Lex Lexicon 

The TS-Lex is also an automatic created lexicon and because of that has a number an 

order higher of words than the manually created lexicons. Its values are normalized between   

-1 and 1 and like the other lexicons, it has the most values in the extremes of the value range 

as it can be seen in its histogram in Figure 4-18.    

The same procedure and features were created to check if this lexicon can help with 

the SA pipeline: test of individual and mutual statistical features, final polarities and token’s 

polarities. Using all statistics showed again to be the best features for the model as it achieved 

in the development dataset and increase of 1.883 from the base Logistic Regression model, 

one of the biggest so far, achieving a F1-Score of 64.447. It was very statistically significant 

when comparing with the base values using the t-test. The increase also occurred in the 

training dataset, meaning that it can be a sustainable growth.  
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Figure 4-18 Distribution of the word values in TS-Lex lexicon 

 
Once more, using the individual tokens created 16k new features and did not help to 

improve the model although this time the score was very close to the score achieved by the 

model created with only the statistical features. 

 
4.3.8. MPQA Lexicon 

The MPQA Lexicon is a manually created lexicon so the number of terms is a lot 

smaller than the last lexicons demonstrated before. It contains around 8k words so it coverage 

on the dataset was smaller. According to Figure 4-19, besides the negative and the positive 

tokens, this lexicon contains words that are considered neutral. 

The procedure used to check the contribution of this lexicon to the SA pipeline is the 

same of most opinion lexicons with the creation of the statistical features, final polarities and 

token’s polarities creation. 

The best model was created using only the statistical features all together while 

negating the tokens. The Logistic Regression model achieved a statistically significant score 

of 63.539.  
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Figure 4-19 Distribution of the tokens' values on MPQA Lexicon 

 

 

4.4.  Emotional Lexicon’s Features 

In theory, the use of Emotional Lexicons is not very different from the use of Opinion 

Lexicons. Given a token (word), search inside the lexicon the values associated with it and 

create the features based on the values found. 

The biggest changes come from what the values represent. If in the first kind of 

lexicons, the value was simply a measurement of how positive or negative a term was, in this 

second, the Emotional, almost every Lexicon represent the human feelings with different 

measurements that sometimes are not straight forward to understand and certainly impossible 

to compare.  

For example, WNA (WordNet-affect, section 0)  has a set of labels like emotion that is 

made of substantives like anger and fear, or labels related to traits that are related to the 

personality like aggressiveness or competitive. In these both cases they are Boolean values 

indicating the presence or not of that label. 

On the other side, ANEW (section 2.3.1) is composed of only 3 values: dominance 

(controlled/in-control), arousal (excitement/calm) and valence (happy/unhappy) in a scale 

from 0 to 9. Dominance is related to how diminished or empowered a person feel when 

thinking about the word, valence is about how happy the person feels about that word and 

arousal is about being excited or calm.  
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Due to not having a direct opposite relation of value to represent the opposite terms, in 

most of the tests there was no test using negation of the words if they were found inside a 

negation phrase. The Final Polarity was also not used as it is not straight to define it. 

In resume, the features created for the Emotional Lexicons were: 

• Tokens' Emotional Values: Each token found in the lexicon creates a feature 

with the lexicon name and the token and all the emotions found inside the 

lexicon. For example, the DAL lexicon uses the dimensions activation, 

imagery and pleasantness to define emotions. For the token yellow, the 

features DAL_yellow_activation, DAL_yellow_imagery and 

DAL_yellow_pleasantness would be created with values 2.11, 3.0 and 2.3 

respectively.  

• Statistical Features: 

o For each emotion, the mean value of all the tokens found in a tweet 

(avg). 

o For each emotion, the minimum value found in a tweet (min). 

o For each emotion, the maximum value found in a tweet (max). 

o For each emotion, the sum of all values found in a tweet (sum). 

 

In the remaining of this subsection it will be presented the use of the 9 different 

Emotional Lexicons and how they affected the Sentiment Analysis pipeline performance.  

 

4.4.1. ANEW Lexicon 

As previously stated, the ANEW has 3 values for each token present in it. The Valence 

can be considered an individual mapping to the opinion/sentiment so this is the single value 

used as a feature. Because of that, the same process used with the Opinion Lexicons was used 

here where a set of statistical, polarity and individual tokens is created and each of them is 

tested together and individually. Automatic feature reduction is applied when using the 

individual lexicons in the hope to help improve the Pipeline performance. 

Looking at the values distribution in Figure 4-20 there can be seen that unlike the 

opinion lexicons, ANEW has a much more balanced distribution amongst its scale of 1 to 9 

than the previous Opinion Lexicons and the extreme values are not the biggest concentration. 
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Figure 4-20 Distribution of the word values found inside the ANEW Lexicon 

 

 No individual statistic promoted a boost in performance and this time, the individual 

feature with automatic selection of 15% produced the best model with a performance of 

63.631, a statistically significant result according to the t-test.  

 The selection process produced 31 new features. Not surprisingly the statistical 

features were considered the best but some other words also appeared (in order of 

importance): good, love, happy, fun, hope, birthday, sad, hate and others. As these are words 

that usually depicts strong emotions, the valence associated with them was captured as a good 

sign by the classifiers. 

 

4.4.2. WordNet-affect Lexicon 

This lexicon is a mapping of 1339 words to 103 tags that represent emotions. In Figure 

4-21 there can be seen that there are just a few tags that are used a lot while many of them are 

used just once. The typical use of the tags is around 4 to 7 tags per word. Investigating further 

the co-occurrence of the tags, most of the pairs are the tag emotion and positive-emotion or 

emotion and negative-emotion. 
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Figure 4-21 Left the histogram of labels used, right the histogram of number of labels in one 

token 

 
The best model achieved a small but statistically significant increase achieving 63.342. 

It was achieved creating the features for all the tokens and then later using feature reduction to 

5%. As an example, figure shows the tags created for 1 tweet. Individual use of statistics per 

each tag or use of just some tags as positive-emotion or negative-emotion did not help the 

model to achieve better results. 

 

 
Figure 4-22 Features created for one tweet using WNA 
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4.4.3. DAL Lexicon 

The Dictionary of Affect in Language is another example of a manually created 

lexicon. It uses a 3-dimensions system to represent the emotions in each of the 8842 words 

contained inside its dictionary. As it can be seen in Figure 4-23 for the activation and 

pleasantness, the values are more present in the middle of the scale while for imagery, the 

values are well distributed inside the scale. 

 

 
Figure 4-23 Distribution of values on the 3 emotions in DAL 

 
Creating the statistics features for individual tokens or for the full tweet did not yield 

much improvements. The best model created made a small improvement in the base model 

using only the pleasantness scale and creating full tweet statistics. The final score achieved 

was 63.304 but was not statistically significant according to the t-test. 

 

4.4.4. SenticNet Lexicon 

SenticNet is composed of 30,000 concepts with 4 different emotions: pleasantness, 

attention, polarity and aptitude. As shown in Figure 4-24, the values are distributed among 

the -1 and +1 values with a higher concentration in the 0, the center of the scale. As this is a 

semi-automatically created lexicon, it has a big number of tokens and it is composed of tokens 

like a lot of flowers, composed of 4 different words. 

The models created used a combination of features based on token’s emotional values 

and the tweet’s statistical features. Figure 4-25 displays and example of the statistical features 

only. The best model achieved a F1-Score of 63.889 and it was created with the tweet’s 
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statistics for the 4 dimensions and the token’s emotional values. The t-test indicates the result 

was statistically significant. 

 

 
Figure 4-24 Distribution of the SenticNet values 

 

 

 
Figure 4-25 A tweet’s features created with SenticNet Lexicon 
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4.4.5. EmoLex Lexicon 

EmoLex was created using the Amazon Turk, where many people have classified the 

tokens according to 8 emotional categories plus 2 if they are considered positive or negative. 

Figure 4-26 shows the distribution of the tokens into the 8 categories.  

 

 
Figure 4-26 Distribution of tokens per emotional category 

 

The best model was created using only the tweet’s statistical features and it achieved 

an average F1-Score of 64.545, tested to be statistically significant. The use of individual 

statistics and categories or the creation of individual tokens with the 10 categories did not 

helped to create a good model. 

 

4.4.6. SentiSense Lexicon 

SentiSense is a lexicon that has the same base idea of WNA where the WordNet is 

enriched with emotional tags. It is composed of 1581 of up to 14 tags. Figure 4-27 displays 

the tags distribution amongst the tags. Differently from WNA, just one tag is allowed per 

concept/word. 

For this lexicon, the token’s part of speech (POS) was considered so that the value is 

assigned only if the token is in the correct POS. For example, the word artificial has a tag of 
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disgust when it is used as adjective so it will only generate a feature if the word artificial is an 

adjective in the sentence.  

This lexicon presented a very poor performance in the SA pipeline. All the statistics 

features were tested together or individually and the creation of all dimensions for each of 

tokens. The single pipeline that could improve the base pipeline was the use of sadness 

dimension alone. The model achieved a weak score of 63.168, not considered statistically 

significant. 

 

 

 
Figure 4-27 Distribution of SentiSense tokens per category 

 

4.4.7. LEW Lexicon 

The LEW Lexicon is composed of 1736 tokens that have 3 main dimensions and 92 

emotional categories. In this study, we split the use of the lexicon in 2 parts: the first one uses 

only the 3 main dimensions and the second one uses the 92 emotional categories.  

The 3 main dimensions (Activation, Evaluation and Power) use a scale from 1 to 8 and 

most of the words are distributed in the middle of the scale as can be seen in Figure 4-28.  
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Figure 4-28 Distribution of LEW values per dimension 

 

From all the models generated using LEW, the best one uses only the Evaluation 

dimension and full tweet statistics and achieves a not statistically significant F1-Score of 

63.259. 

In a second step, the use of emotions was tested. There are 92 emotional categories, 

Statistical features were created summarizing the tokens of each tweet with measures of 

minimum, maximum, etc. and creating 92 features for each token found was also tested. The 

end result was that no model had a good performance, even when the features were auto 

selected. 

  

4.4.8. EmoSenticNet Lexicon 

EmoSenticNet is a lexicon that is an expansion of SenticNet where 6 emotional 

categories were added to 13188 words. Differently from most of the opinions lexicons, most 

of the words are tagged as Joy and not with a negative tag as shown in Figure 4-29.  

Individual features, automatic feature selection, statistical values per tweet were all 

tested. The best model performance used only the Joy or Disgust emotions. Both achieved 

individually a F1-score higher than 63.2. Combining both created the best model with a score 

of 63.431, not statistically significant according to the t-test. 
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Figure 4-29 Distribution of the EmoSenticNet values per category 

 

 

4.4.9. LIWC Lexicon 

LIWC is more than a lexicon, it is a full pipeline of textual analysis that creates 88 

different features as shown in section 2.3.9. All the characteristics are of statistical type like 

counts, minimum and maximum.  

Among the features created there are 3 that describe positive and negative emotions, 

positive feelings. Their histogram in Figure 4-30 shows that most of the values are in the 

beginning of the scale. 

 

 
Figure 4-30 Distribution of the values generated from LIWC for 3 categories 
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 The LIWC feature creation added 88 new features to the base pipeline reaching a total 

score of 63.977 in the development dataset, tested as statistically significant. The use of just 

some features lowered the predictive power of the model. 

 

4.5.  Lexicon Creation Summary 

This chapter showed the creation process of the non-lexicon related features, called 

base features, as well tests performed with the 8 Opinion and 9 Sentiment Lexicons 

individually.  

A first conclusion that is obviously shown in the Table 4-36 is that the performance of 

the model in the training dataset is bigger than in the development. The cases where the model 

is a lot better in the training than in the development show that an overfitting situation is 

occurring. 

 

 
Table 4-36 Best results for each Lexicon. Results are in dev score descending order. 

 
From all the Lexicon tested, MSOL not only was not able to generate a model that 

improved the Base Model created but created a set of features that decreased the performance.  

From the top 5 models, 3 used sentiment lexicons and 2 used emotional lexicons. Analyzing 

the top 10, 5 models for each. The conclusion here is that the type of the lexicon may not be a 

determinant for the performance of the model as we have good models created with both 

types.  

Another thing to consider is that some models were created with the SGDClassifier 

while others were created using LogisticRegression. SGDClassifier appeared 3 times as the 

best algorithm when considering the top 5 and 5 times if considering the top 10 results. There 



 111 

is no evidence that one is better than the other. Later this can be a problem as some features 

may not help the model achieve the best performance as it is not the best algorithm for it. For 

example, when using the SGDClassifier, Bing will top the performance but EmoLex won’t. 

The coverage (number of tweets with a feature created/total tweets) of the lexicons or 

the distribution of the values seen on them do not show a trend that could explain this 

phenomenon. Using the context to negate the tokens did not improve the models most of the 

time but helped in the best model. Looking at the performance of the models, it can be seen 

that negation (f1-dev_neg) was always the weakest value and it brought the general F1-Score 

down. SentStrength for example had a very good performance in the positive and neutral 

tweets but was very bad with the negative ones. Ordering the results in negative best 

performance did not show any trends. 

Using the Table 2-13, as base, we can summarize that amongst the top 10, there are: 

• 8 Semi-Automatic Lexicons and 2 Manually created; 

• 5 Corpus Based and 5 Dictionary Based Lexicons; 

• 6 Lexicons with less than 10k. The best lexicon has approximately 6700 terms; 

Analyzing the above statistics there may be an indication that Semi-automatic creation 

can produce good lexicons and that there is no need to make a very big lexicon to have a good 

predictive power. 

One important observation is that the performance of the models may vary a lot in 

another dataset. The coverage of the lexicons, the style of the text and the subject they address 

have great influence in the final performance of the model. The method to find the better use 

of the lexicons is valid though regardless of the dataset used. 

Finally, the reader may think a model that use all the features created from all the 

lexicons would produce a superior result and that should be the sum of all of the performance 

delta from the base model and these models. If that was the case, the final model would score 

a F1-Score in the development dataset of approximately 75.1 (the base 62.977 plus the sum of 

the deltas between the base model and the lexicon created models). 

Sadly, it is not the case. Features will influence each other so when 2 set of features 

are put together with the base features the final model won’t be the direct sum of the 

individual contribution of each lexicon’s created features. 

The next chapter will show the process used to join the features set and discover the 

best model. 
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5. Chapter 5 

Method: Best Features Selection – Genetic 

Algorithm and Final Pipeline  

As there are 17 different lexicons, there are 217 different lexicon combinations that can 

be done. This means that if it were to test all of the possibilities, 131,072 combinations would 

need to be tried. Considering an average of 1 minute for each combination, it would take 

around 91 days to find the best lexicons mix. 

Although for this problem, the total time was not something prohibitive, it is easy to 

see that the total time would easily become unmanageable if new lexicons were added or if 

another bigger dataset was used. The Sentiment Analysis with multiple lexicons can be 

considered an Optimization Problem with discrete variables. That means that we know all the 

possibilities that are available and we want to find the best solution.  

These combinations are called the search space and there are many methods in the 

literature to search for the combination that provide the best performance. The simplest way is 

to try every single combination but as previously described, that would require a lot of 

computational time. 

 This work proposes the use of a Genetic Algorithm (GA) to search for a good solution 

created after a controlled search. The solution may not be optimal as the genetic algorithm 

may not provide one but it is still acceptable and with a reduced time if compared to a brute 

force search. 

 This chapter will provide a primer on genetic algorithms and will describe the method 

applied in this particular problem of Sentiment Analysis with multiple lexicons. 
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5.1. Genetic Algorithm Primer 

 

Genetic algorithms were first mentioned in the work of John Holland in the 60s and 

further developed in the next decades. His work [Holl75] on Genetic Algorithm (GA) created 

a theoretical framework that represents problems and the search of possible solutions as a 

typical biological environment where the individuals survive if they are most fit and the 

species evolution is done through mating and mutation. 

In this framework, an individual represents a possible solution for a problem. His 

representation is done through a DNA of the individual (genes), usually a string of ones and 

zeros (bits) where each position (locus) represents the presence or absence of an element of 

the solution.  

At a given time, there will exist a number of P individuals each representing one or 

more solutions to the same problem creating a population of solutions. 

A fitness function is created to model the environment and the condition that leads an 

individual to survive. In practical terms, this function will distinguish good and bad solutions 

for the problem in place. 

The search for the best solution mimics the species behavior in an environment. The 

individuals go through a selection process where they are ranked using the fitness function. 

The most fit have better chance to create its descendants mating with another individual. Their 

genes are exchanged using a crossover process generating two offspring that will replace a set 

of the previous generation, usually the less fit to the environment. Finally, the individuals may 

go through mutation, adding another layer of variability to the population’s specimens.  

Like in nature, this procedure is repeated many times leading to “stronger”, most fit, 

individuals in each generation. In computing terms, the solutions will become more robust 

and will present a better performance in solving the problem that was modeled. 

During the years, many other aspects and variations of this framework were proposed. 

They evolve specific parts like the selection, the crossover, the mutation, the survival of the 

individuals, etc. Figure 5-1 demonstrate two variations of the crossover step in a GA process. 
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Figure 5-1 An example of variations that can exists in GA. In this case, the crossover is done 

in 1 or 2 points resulting in different offspring 

 

In the remaining of this chapter, it will be described the modeling of the problem of 

finding the best lexicon along with the parameters used and the results achieved. 

 

5.2. Genetic Algorithm Setup 

The Genetic Algorithm was done using a Python Library called DEAP [RFGP12] that 

handles the base steps of the genetic algorithm leaving for the user to implement the specific 

parts that varies according to the problem. Two tutorials12 were used to understand how to use 

the library as well as the documentation3.  DEAP uses the concepts explained in [BaFM00] 

making the genetic algorithms usable out of the box, without much setup or the need to 

program the evolutionary steps. 

The biggest advantage in using this library is that the user needs only to program the 

individuals and the fitness function. The library handles the population creation, the evolution, 

the mating and the mutation processes according to parameters set and it has some helpers 

like a Hall of Fame and statistics that enable the user to properly track the evolution as well as 

the best individuals in each generation.  

                                                
1 https://github.com/lmarti/evolutionary-computation-course/blob/master/AEC.02%20-
%20Elements%20of%20Evolutionary%20Algorithms.ipynb 
2 https://github.com/DEAP/notebooks/blob/master/OneMax.ipynb 
3 http://deap.readthedocs.io/en/master/ 
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The following definitions were used for the problem proposed in this work. They were 

selected empirically to produce small increase in the number of lexicons, avoiding to add too 

fast all the genes (all lexicons) to the individuals without exploring the search space: 

 
• Genes: each lexicon is considered one gene inside the individual definition. 

• Individuals: A individual is characterized by 17 genes indicating the absence 

or presence of the lexicon’s features set.  

• Population Size (P): the population size is 30. 

• Fitness function: The fitness function is going to test the lexicons 

combinations and find the best result for the F1-Score macro according to the 

SemEval 2013. 

• Selection (𝝁): For each generation, the top P/5 (6) (population size) will be 

selected to the next round. 

• Lambda (𝝀): The number of offspring to be created P-	𝜇 (24). 

• Genetic variation: crossover (mating) using 1 point and 20% probability of a 

mutation in 1 gene. 

 

The flow of the genetic evolution is showed in Figure 5-2. First, the population with 

size P (30) is created with random individuals. Then each of the individuals is tested using the 

fitness function, creating an evaluation of how fit this individual is. The fitness output is the 

10-fold average F1-score macro as proposed by the SemEval 2013 for the development 

database. Third, the selection process occurs, where only the P/5 (6) most fit are selected to 

create descendants.   

The next step is where the genetic variation occurs. The individuals will mate 

(exchange genes) with a probability of 50% and they will mutate with a probability of 20% 

generating and offspring of 24 new individuals.  

 The same process of evaluation and selection occurs but this time the parents and 

offspring will be put together, generating again a population of 30 individuals, and the top 6 

most fit will survive to the next generation to mate and mutate. This procedure is repeated for 

30 generations. 
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The procedure described above is the evolutionary algorithm called (𝜇 + 𝜆) (Mu plus 

Lambda). It was chosen because for every interaction it keeps the best results. This guarantee 

that the best individual will be kept until the end. 

 

 
Figure 5-2 Flow of the genetic algorithm 

 

Some points of the flow need to be clarified. The individuals are the Sentiment 

Analysis pipeline defined by 1 gene of 17 positions. Figure 5-3 illustrates this concept where 

each position (locus) represents one of the lexicons that should or should not be used in the 

pipeline. In the example, the first 2 positions of the sequence are set while the other 15 are 

not. That means this individual, or this pipeline, should use Bing and SWN lexicon’s features 

only.  

 

 
Figure 5-3 An individual gene and the meaning of 2 position set 
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The fitness function is very similar to all of the Sentiment Analysis pipeline used so 

far. The flow is shown in Figure 5-4. The validation procedures check the individual genes 

and load the appropriate lexicons’ features for the train and development dataset, merging 

them with the base features described in section 4.2. Then the full pipeline of machine 

learning, with the 3 best algorithms with 10-fold cross validation, is run over the train dataset 

and tested in the development dataset. This will create 3 average F1-score. The maximum 

value for the dev dataset is considered the fit value and will be used to rank this individual 

against the other of this generation. 

 
Figure 5-4 Flow that occurs inside the fitness function 

 

5.3. Genetic Algorithm Results 

The GA took around 4h to calculate the best individuals on the setup described in the 

previous section. A trick used to optimize the search is that each individual is calculated only 

once and have its results stored. If an offspring has the same gene of his parent, it would not 

be recalculated. This reduced the search time considerably as the individuals may appear 

multiple times in the same or in the next generations. Figure 5-5 shows one example of the 

output made in each individual fitness function. 

  

 
 

Figure 5-5 Examples of the fitness function’s output 
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Figure 5-6 displays the minimum, maximum and average fitness during the Genetic 

Algorithm search. Note that the difference between the worst combination and the best 

combination is around 6.5 points or around 10%, a very statistically relevant result confirmed 

with the t-test. Another point that calls the attention is that the Genetic algorithm converge to 

its maximum around the 20th generation. From the 20 to the 30, it became stable and did not 

create any individual that were more fit than its parents.  

 

 
Figure 5-6 Fitness function performance evolution 

 
The top 3 combinations are shown in table 5-1 and the bottom 3 are shown in table 5-

2. Notice that the best combination does not use all the Lexicons available, just 7, and that 

third place share many genes with the most fitted individual.  

An important matter is that most of the works done so far using many lexicons usually 

shows the combination of all of the lexicons and then each one of them is removed to find the 

importance of them to the performance of the prediction. The analysis of the generated 

combinations shows that this may not be the best procedure as each lexicon inserted or 

removed from the pipeline influence the contribution that is made by other lexicons.  

Another conclusion is that not all lexicon help the sentiment analysis pipeline to be 

better as the individual with all genes (or with all the lexicons) is not present in the top 3. The 

bottom 3 have some lexicons but have a performance below the base pipeline, with no 

lexicons. 
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Table 5-1 Top 3 individuals from the Genetic Algorthm search 

 

 
Table 5-2 Bottom 3 individuals from the Genetic Algorthm search 

 
With the best individual in place, the next step is to create the final pipeline using the 

training and the development dataset as the training dataset and check the performance in the 

test dataset.  

 

5.4. Final Sentiment Analysis Pipeline 

With the best combination found heuristically, the final pipeline can be created. The 

steps required are: 

• Concatenate the train and dev datasets creating a new bigger train dataset. 

• Create the base features for the new train dataset. 

• Create all the opinion and lexicon features found through GA and join them 

with the new base features 

• Train a model using the full dataset 

• Predict the values on the test set with the new model 

 
Following the steps above, the train and development datasets are concatenated 

creating a bigger train dataset and the automatic feature selection (reduction using chi-

squared) is done creating the base features.  

Next, translating the Gene of the best individual found using the GA (Table 5-3) 

shows that the best combination is comprised of 8 lexicons: Bing, MSol, SentiStrength, NRC 
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Hash, TSLex, DAL and SenticNet. These lexicon’s features were created for both the bigger 

train and test dataset and joined with the base features. The first dataset will be used to create 

the final predictive Machine Learning model while the second dataset will have its polarity 

predicted, enabling a benchmark with other works. 

 

 
Table 5-3 Gene translation of the best individual 

 

The results of the Genetic Algorithm search stated that the best run was produced 

using the Logistic Regression algorithm. These results were found analyzing the performance 

of the model over the development dataset. To validate that this is still the case, the 10-fold is 

rerun but now over the bigger training dataset and its performance is tested again the test 

dataset. Table 5-4 displays the results and the Logistic Regression is still the best algorithm 

for the final train dataset created.  

 

  

Table 5-4 10-fold cross validation on the final train and test dataset 

 
 To produce the 10-fold cross validation, the train dataset is split as shown in Figure 

4-2. To have the final F1-Score of the model, the full train dataset should be used, without any 

splitting. The test score in Table 5-5 had a marginal improvement over it former result. 

 

 
Table 5-5 The final values using the whole train dataset, no split 

 
As the top 3 models found in GA had very close results, we also ran the procedure on 

the second and third place to check if the order still holds. Table 5-6 shows that in the final 
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results, the order of the best individuals changes a little. The second best became the best 

method. As a comparison, the final pipeline is also done with all the lexicons and with no 

lexicons. In both situations, the model generated was not better than the combination 

discovered by the GA.  

The best lexicon combination the Genetic Algorithm found achieved a score 66.904. If 

compared to the original values in the SemEval 2013 competition, shown in Table 3-5, this 

model would have achieved the second place.  

Another interesting observation is that from the 5 lexicons that created the best 

pipeline in 2013 (Table 3-5), only 2 are present in this work’s final pipeline: BING and 

NRCHash. The winning combination is comprised of 4 sentiment based lexicons and 2 

emotional based lexicons. This shows that emotional lexicons can help a Twitter sentiment 

analysis pipeline. 

 

 
Table 5-6 Results of the top combination and a comparison with using all lexicons and no 

lexicon 
 

As a comparison, the final pipeline was generated adding a lexicon at a time. Table 

5-7 shows a list of scores similar to what is seen in other works [GVJT14, MoKZ13] where in 

the ablation experiments, all the features are added to the pipeline and then one by one they 

are removed to see how important they were. Notice in Figure 5-7 how the gradual addition of 

different lexicons keeps improving the pipeline until a point where the lexicons were not able 

to make the pipeline better.  
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Table 5-7 Adding/removing the features one by one did not produce a better result 

 

 
Figure 5-7 Evolution of performance when adding lexicons 

 

In a final experiment, the individuals were “artificially" bred. The lexicons are added 

one by one following the rank of best to worst lexicons shown in  Table 4-36. Notice in Table 

5-8 that the test score is gradually improved until a certain point (line 7) where it falls back. 
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Table 5-8 Adding the lexicons in the order of best individual performance 

 
The LIWC (line 4) seems to be the detractor in this case. Still in the search for a best 

manual model, LIWC is not used and the pipeline is run again improving the scores. Notice 

that the pipeline improved almost achieving the best performance so far. 
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Table 5-9 Adding the lexicons in the order of best individual performance, without LIWC 

 

In a third attempt, all the lexicons that decreased the values in Table 5-9 were 

removed, LIWC included. Table 5-10 shows that although some of the lexicons caused a 

performance drop when combined with others, they were responsible for an increase of the 

overall performance of the pipeline. 

 
Table 5-10 All detractors removed 
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In a summary, Figure 5-8 draws the progression of all the manually runs comparing 

the performance of them. Notice that the performance varies and removing all the detractors 

did not yield the best performance while manual addition without the LIWC reached the best 

performance. This demonstrates that sometimes the lexicon does not have great power alone 

but when used in conjunction with another it may add value to the pipeline. This set of 

manually created experiments illustrate the difficulty to do a proper lexicon combination and 

how the GA method enables to find a good combination of models easily. 

 
Figure 5-8 Progression curve of the 3 runs using lexicon addition by order of best individual 

performance 

 

 

5.5.  SemEval Comparison 

Following the SemEval tradition, where many of the competitors submitted works in 

many years, the model created was also tested in the test dataset provided for the 2014 and 

2015 versions. In both years, the train and dev datasets where the same used in 2013 while the 

test dataset was different in each year. 

 In 2014 [RRNS14], the test dataset of SemEval task 9, subtask B,  was compromised 

of texts from "regular" tweets, sarcastic tweets, Live Journal and SMS. As it happened with 

the 2013 dataset, some of the test tweets did not exists so it was impossible to use the model 

to predict them. Table 5-11 shows the results achieved using the full test dataset, predicting 

the label “neutral” for the unknown tweets. In Table 5-12 the unknown tweets are ignored and 

not used in the F1-score calculus.  
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Table 5-11 Scores achieved using neutral labels for the unknown tweets  

 

 
 

Table 5-12 Scores achieved ignoring tweets that did not have their labels predicted  

 

Comparing the results achieved by the best model created in this work with the other 

competitors of 2014, it can be seen that the model lost some positions in the rank from second 

in 2013 to 10th in the Twitter 2013 dataset and for the 2014 dataset it was worst achieving the 

19th place. The model performed well in the SMS dataset and very poorly in the Sarcasm 

dataset. Table 5-13 compares the results achieved with the 3 best models created in the 2014 

competition and rank the model for each of the datasets. 

 

 
Table 5-13 Results compared with 2014 competitors 

 
The 2015 Subtask B’s dataset [RNKM15] is composed of only tweets. Amongst the 

dataset, some were identified as having sarcasm and were ranked separately from the rest of 

the tweets. Table 5-14 displays the result of the model in this dataset and ranked it against 

2015’s competitors. Once more many of the test tweets were not available so the F1-score 

values displayed are considering the prediction of only the available ones. 
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Table 5-14 Results compared with 2015 competitors 

 
As it can be seen by the comparison with other methods, the method developed is 

competitive but is not a top performer. It handles well the 2013 dataset but is not able to 

generalize well with the 2014 and 2015 datasets. It did well with SMS achieving the 7th place 

but failed with the sarcasm dataset. This raises an important question that was presented 

previously. In sarcasm, the words meanings represent the opposite of what it means in 

lexicons making it hard for the methods that use BOW and Lexicons to properly measure this 

fact in their sentiment analysis. 

 

5.6. Summary  

In this chapter, it was presented a method that used Genetic Algorithm to search 

heuristically for a combination of lexicons that could create a good performing model. It is 

shown that this method is a viable solution as it was able to find a combination in good time 

and with superior results if compared with the traditional all-in or remove-some techniques 

used in other works. 

Finally, in this chapter, the final pipeline created in this work was compared with other 

works presented in SemEval 2014 and 2015.  

Next, chapter 6 will conclude this work with the final conclusions and future works. 
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6. Chapter 6 

Conclusion 

As it was shown, affective lexicons are a highly studied topic and it still contribute to 

the state of the art of Twitter sentiment Analysis. Just in this work it is presented seventeen 

different lexicons that have direct or indirect relation to affective properties and are used in 

affective computing in Sentiment Analysis, Emotional Analysis and Personality Recognition. 

Most of the works done so far take little further the study on the lexicons power, 

having used few of them and in a simple manner. This work is unique as it explored each of 

these lexicons individually and in conjunction with others proposing the successful use of 

Genetic Algorithm to accelerate the search for the best combination of lexicons. 

As it was hypothesized, adding lexicons improve a SA pipeline performance and 

emotional lexicons commonly used for personality extraction from text can indeed help to 

raise the predictive power on the sentiment analysis task.  

As the features created by one lexicon can influence the performance of another 

lexicon, the task of adding lexicons and features is not linear or logic. Manual and automatic 

mix of lexicons were studied and, for the first time in our knowledge, Genetic Algorithm was 

used and shown to be a viable solution to search for good combinations of the lexicons. 

Additionally to the hypothesis, the following questions are answered: 

Q1: Are there lexicons with better performance? Is there a way to identify 

them? 

In Table 4-36 it can be seen that there are some lexicons that have a better 

individual performance but it could not be found an individual characteristic 

that could identify in advance the best lexicons for the dataset. 
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Q2: Can different features created from the lexicons produce better 

performance than the simple count of the words and or sum of word 

polarities? 

Sections 4.3 and 4.4 described the many tests done and demonstrated that 

feature construction is dependent of the lexicon. Most of them worked fine 

using statistical features only like minimal and max values, the sum of all 

polarities, etc. but in some cases using the token polarities or just some of the 

emotions contained in the lexicon was the best approach.  

 

Q3: What lexicons combinations can yield the best performance? Can they all 

be put together to create a model with the best performance? 

Sections 5.4 and 5.5 demonstrated that the combination found using the 

Genetic Algorithm achieved good results in SemEval's 2013 test dataset and 

that adding all the lexicons together is not a guarantee of the best performance. 

It also showed that manually doing the combination is a tricky process that 

may not achieve best performance. 

 

Q4: Is there a pattern that can identify the best lexicons? 

In this work it was not possible to identify any pattern. No characteristic 

proved to be a predictor of good lexicon performance. 

 

A detail that was shown clearly is that the choice of algorithm, feature selection and 

the base pipeline matters a lot for a good model. The base model, as the name says, is the 

starting point that determines if the model will perform well. The features added increased the 

performance in 8% but the biggest part came from the feature creation of the base model and 

from the algorithm tuning. 

 Another interesting characteristic of the approach is that the lexicons features can all 

be calculated in parallel and the processing is very fast. That would make the process suitable 

for the production environment where the response time is important. 
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6.1. Limitations  

One of the explicit limitations on this work is that the BOW model is completely 

dependent on the vocabulary present in the training dataset. The base model created had 927 

features that are words present in the text vocabulary. If a new test dataset is presented with 

completely different subject, probably many of these words won’t be in the new dataset and 

the predictive power of the model would be mainly based on the features created by the 

lexicons.  

Another limitation is that although we have presented many different lexicons, there 

are others that were not used in this work as they were not referenced in the base models used 

in the SemEvals competition or the base work for personality extraction. This includes the 

works later than beginning of 2016, date the research was done. 

 

6.2. Future Work  

An immediate direct work is how the use of anthologies to identify words that carry 

the same meanings could lead to a higher coverage of words found in the lexicons. If a word 

cannot be found in any lexicon, additional searches could be done on its synonyms, raising the 

possibilities to have a sentiment-carrying token. 

This work presented the use of Genetic Algorithms to find the model with best 

performance. Instead of using all the lexicons to create a search space, another direction of 

study would be to previously identify lexicons characteristics that could predict the good or 

bad performance of the models, making the search space smaller. 

A third future work approach could be to use ensemble of different models to try to 

improve the pipeline. The GA generates many individuals with different characteristics and an 

ensemble of these models would be a good way to boost the performance of the pipeline.  

A study like this could be done with Portuguese lexicons, identifying which ones 

could help a SA pipeline for short messages in Portuguese. 

Finally, a broader direction of study is how to use and combine the lexicons with other 

Sentiment Analysis techniques that enable the pipeline to extract the best of all worlds. 
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