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ABSTRACT

Multiagent systems offer a new paradigm to organize Al Applica-
tions. We focus on the application of Case-Based Reasoning to
Multiagent systems. CBR offers the individual agents the capa-
bility of autonomously learn from experience. In this paper we
present aframework for collaboration among agents that use CBR.
We present explicit strategies for case bartering that address theis-
sue of agents having a biased view of the data. The outcome of
bartering is an improvement of individua agent performance and
of overall multiagent system performance that equals the ideal sit-
uation where all agents have an unbiased view of the data. We also
present empirical resultsillustrating the robustness of the case bar-
tering process for several configurations of the multiagent system
and for three different CBR techniques.

Categories and Subject Descriptors

1.2.11 [Computing Methodilogies]: Artificia Intelligence—Dis-
tributed Artificial Intelligence; 1.2.11 [Computing M ethodilogies]:
Artificia Intelligence—Learning

General Terms
Experimentation

1. INTRODUCTION

Multiagent systems offer anew paradigm to organize Al applica
tions. Our goal is to develop techniques to integrate CBR into ap-
plicationsthat are developed as multiagent systems. CBR offersthe
multiagent system paradigm the capability of autonomously learn
from experience. In this paper we present aframework for collabo-
ration among agents that use CBR and some experiments illustrat-
ing how they can improve its performance using case bartering.

The individual case bases of the CBR agents are the main issue
here, if they are not properly maintained, the overall system be-
havior will be suboptimal. In areal system, there will be agents
that can very easily obtain certain kind of cases, and that will very
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costly obtain other types of cases, and for sure that other agentsin
the system will be in the inverse situation. It will be beneficial for
both agents if they reach an agreement to trade cases. Thisisavery
well known strategy in the human history called bartering. Using
case bartering, agents that have alot of cases of some kind will give
them to another agents in return to more interesting cases for them.

Our research focuses on the scenario of separate case bases that
we want to use in a decentralized fashion by means of a multia-
gent system, that is to say a collection of CBR agents that manage
individual case bases and can communicate (and collaborate) with
other CBR agents. Separate case bases make sensefor different rea-
sons like privacy or efficiency. If the case bases are owned by some
organizations, perhaps they are not willing to donate the contents
of its case bases to a centralized one where CBR can be applied.
Moreover, in the case that the case bases where not private, more
problems can arise from having all the cases in a single one, such
as efficiency or storage problems.

In this paper we focus on case bartering. We present two pro-
tocols for case bartering that improve the overall performance of
the system and of the individual CBR agents without compromis-
ing the agent’s autonomy and keeping individual and private case
bases. This protocols will try to minimize the individual case base
bias (how far is a case base of being a good sample of the overall
distribution of cases).

The structure of the paper is as follows. Section 2 presents the
collaboration scheme that the agents use, then the individual case
base bias measurement is introduced in section 3. After that, sec-
tion 4 presents the case bartering mechanism, including the barter-
ing protocols. Finally, The experiments are explained in section 5
and the paper closes with related work and conclusion sections.

2. COLLABORATION SCHEME

A multiagent CBR (MAC) system M = {(A;,C;)}i=1..n iS
composed on n agents, where each agent A; hasacase base C;. In
the experiments reported here we assume that initially case bases
aredisunct (VA;, A; € M : C;NC; = 0),i.e. initidly thereisno
case shared by two agent’s case bases. In thisframework werestrict
ourselves to analytical tasks, i.e. tasks (like classification) where
the solution is achieved by selecting from an enumerated set of
solutions K = {S1...Sk}. A casebase C; = {(Pj, Sk)}j=1..~v
isacollection of pairs problem/solution.

When an agent A; asks another agent A; help to solve aproblem
the interaction protocol is as follows. First, A; sends a problem
description P to A;. Second, after A; hastried to solve P using its
case base C, it sends back a message that is either : sorry (if it
cannot solve P) or asolution endorsement record (SER). A SER has
the form ({(Sk, Ej})}, P, A;), where the collection of endorsing



MACICB || 3Ag. | 5Ag. | 8Ag | 10Ag.
0.0 88.36% | 88.12% | 87.50% | 86.75%
0.1 86.07% | 87.50% | 85.35% | 85.00%
0.2 81.46% | 83.53% | 83.00% | 82.00%

Table 1: Classification accuracy for the marine sponge classifi-
cation problem for systemswith several mean I CB bias.

pairs (Sk, F;) mean that the CBR method of the agent A; has
found E} cases in case base C; endorsing solution Sy—i.e. there
are anumber E} of cases that are relevant (similar) for endorsing
Sk asasolution for P. Each agent A; is free to send one or more
endorsing pairsin a SER record.

2.1 Voting Scheme

The voting scheme defines the mechanism by which an agent
reaches an aggregate solution from a collection of SERs coming
from other agents. The principle behind the voting scheme is that
the agents vote for solution classes depending on the number of
cases they found endorsing those classes. However, we want to
prevent an agent having an unbounded number of votes. Thus, we
will define anormalization function so that each agent has one vote
that can be for a unique solution class or fractionally assigned to a
number of classes depending on the number of endorsing cases.

Formally, let A" the set of agents that have submitted their SERs
to the agent A; for problem P. We will consider that A; € A* and
theresult of A; trying to solve P isalso reified as a SER. The vote
of anagent A; € A" for class Sy, is

El N Ej

Vote(Sk,Aj): c+ N = C—|—NW

where N =3~ | . EJisthetotal number of casesretrieved and
c isaconstant that on our experimentsis set to 1. It is easy to see
that an agent can cast afractional vote that isaways lessthan 1. In
the rightmost formulation we can distinguish two factors, the first
one (N/(c+ N)) favors the agents with ahigh number of retrieved
cases, and the second one (EY,/N) fractionally assigns the vote to
the different classes.

Aggregating the votes from different agents for a class S, we
haveballot Ballot® (S, A") = Yo 4,ear Vote(Sk, A;) and there-
fore the winning solution class is the class with more votes in total.

This voting scheme can be seen as a variation of Approval Vot-
ing [2]. In Approval Voting each agent vote for al the candidates
they consider as posible solutions without giving any weight to its
votes. In our scheme, Approval Voting can be implemented making
Vote(Sk, A;) = 1if E] # 0 and 0 otherwise.

There are two differences between the standard Approval Voting
and our voting scheme. The first one is that in our voting scheme
agents can give aweight to each one of itsvotes. The second differ-
ence is that the sum of the votes of an agent is bounded to 1. Thus
we can cal it Bounded-Weighted Approval \Voting (BWAV).

We will show now the Committee collaboration policy that
uses this voting scheme (see [8] for adetailed explanation and com-
parison of several collaboration policies).

2.2 Committee Policy

In this collaboration policy the agent members of a MAC system
M areviewed asacommittee. An agent A; that hasto solve aprob-
lem P, sendsit to all the other agentsin M. Each agent A; that has
received P sends asolution endorsement record ({(Sk, E)}, P, Aj)
to A;. Theinitiating agent A; uses the voting scheme above upon

al SERs, i.e. its own SER and the SERs of al the other agents
in the multiagent system. The problem’s solution is the class with
maximum number of votes.

3. CASE BASE BIAS

In a previous work [8] we have shown how agents can obtain
better results using the Committee collaboration policy that work-
ing alone. However, in those experiments we assumed that every
agent had a representative sample of cases in its individual case
base. When an agent has a case base that is not representative of
the overall distribution, we say that the agent has a biased case base.

In this section we are going to define a measure of the degree
of biasing of an individual case base (ICB hias or Individual Case
Base bias), then we will show how the performance of the Commit-
tee degrades as the ICB bias of the agents grow. Later sections in-
troduce bartering policies to improve the Committee performance.

3.1 Individual Case Base Bias

Letbed; = {di,...,d[} theindividua distribution of cases
for an agent A;, where d] is the number of cases with solution
S; € K inthethe case base of A;. Now, we can estimate the over-
al distribution of cases D = {D*, ... , D¥} where D' isthe esti-
mated probability of theclass S;, DY = 30" &l /2" SO db.

To measure how far is the case base C; of a given agent A; of
being a representative sample of the overal distribution we will
define the Individual Case Base (ICB) bias, as the square distance
between the distribution of cases D and the (normalized) individual
distribution of cases obtained from d;:

K dl 2
ICB(C;) = (D’ - T;)
2\"sra

j=1"

In order to see how the ICB bias affects the performance of the
system, Table 1 shows the accuracy of several multiagent systems
with increasing ICB bias (the MAC ICB bias represents the av-
erage bias in the system and is calculated as the mean of all the
ICB bias of the individual agents in the system). There we can
see that when the agents have case bases that are not representa-
tive (those with a high |CB) the agents using the Committee policy
obtain lower accuracies. In the following sections, we will show
how case bartering improves accuracy by lowering the individual
biases.

4. CASE BARTERING

In the physical world, bartering involves the interchange of two
goods. But as our agents will barter with cases (that are just infor-
mation) they will have the option of send only a copy of the cases
to the other agents without losing them. We have experienced with
two different strategies of bartering: in the first one the agents send
only copies of the cases (copy mode), and in the second one, the
agents forget the cases they send (non-copy mode). The main dif-
ference between these two cases is wether the sender retains the
cases or not. Experiments showing the results of applying both
strategies are explained in section 5.

In this section, we are going to present the Case Bartering proto-
col that the agents use in order to improve the overall performance.
These protocols are independent of the strategy used by the agents,
they only manage how the agents can reach bartering agreements.
But first, we are going to explain how two agents can reach abarter-
ing agreement and the concrete strategies that the agents are using
in our experiments.



4.1 CaseBartering Mechanism

To reach an agreement for bartering between two agents, there
must be an offering agent A; that sends an offer to another agent
Aj. Then A, has to evaluate whether the offer of interchanging
cases with A; is interesting, and accept or reject the offer. If the
offer is accepted, we say that A; and A; have reached a bartering
agreement, and they will interchange the cases in the offer.

Formally an offerisatuple o = (A;, Aj, Sk, , Sk,) Where A; is
the offering agent, A; isthe receiver of the offer, and S, and S,
are two solution classes, meaning that the agent A; will send one
of its cases (or acopy of it) with solution Sy, and A; will send one
of its cases (or acopy of it) with solution Sy, .

4.2 Making and accepting offers

The Case Bartering Protocol is not restrictivein how many offers
can an agent send at a given time. So, many strategies can be used
here, but in our experiments, the agents use a very simple one to
choose which are the most interesting offers, as follows for a given

e For each solution class Sk, € {S1...Sk}

e A, looks if increasing by one its number of cases with solu-
tion S, will decrease its ICB bias.

If so, A; chooses which agent A; of the othersisthe best one
to ask for cases of solution Sk, (Currently the chosen A; is
the one with more cases of the solution class S, ).

In this step we have to distinguish two modes

1. Inthe copy mode, A; determines which isits best class
Sk, (currently the chosen one is the class for which
it has more cases), and makes the offer o = (A4, A;,
Sky, Sky ), 1.6 A; Offersto A; acase of solution Sy, if
A; givesone of solution S, to A;.

2. In the non-copy mode, A, determines, from the subset
of classes that decreasing by one its number of cases
of that class will decrease the ICB bias, which is its
best class Sy, (currently the chosen one is the class
for which it has more cases), and makes the offer o =
(Ai, Aj, Sk, , Sko), i.e. A; Offersto A; acase of solu-
tion S, if A; givesone of solution Sy, to A;.

When an agent receives aset of offers, it also hasto choose which
of these offers to accept and which not. In our experiments the
agents use the simple rule of accepting every offer that reduces its
own ICB hias. Thus, we will define the set of interesting offers
Interesting(O, A;) of a set of offers O for an agent A; as those
offers that will reduce the ICB bias of A;. Moreover, in the copy
mode an agent should not send twice the same case to the same
agent. So, the agents will only accept those interesting offers that
can satisfy this constraint (i.e. can provide a new case).

4.3 CaseBartering Protocol

We are going to present two different protocols for Case Barter-
ing, both synchronous (there are preestablished stages (“rounds’)
where the agents can send their offers, then the protocol moves to
the next stage, etc). The first one is called the Smultaneous Case
Bartering Protocol, and the second one the Token-Passing Case
Bartering Protocol.

When an agent member of the MAC wants to enter in the bar-
tering process, it sends an initiating message to all the other agents
inthe MAC. Then all the other agents answer whether or not they
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Py Inform(?A, ;. al,c;=%5 A C=X, A C=M A C=7R )
p,: Inform(?A,.all,?d))
ps/ ¢ Inform(!A,, all start) /
['w,w, d|=!n
P, Offer(?A;,?A;,%0)
ps/c,: Accept(?A;?A;,?0) /
(?A,,?A,,70) € Iw,W,(A;,A,;,0)
ps/cg  Inform(lA,, al start) /
['w,w,d|=!nA
['wywzo|#0A|*w,W,A; |<IR ,*n
ps/C,: Inform(lA,;.all,bye) /
['w,w,d|=!nA
['wowzo[=0v [*w,w,A;|2!R *In

Figure 1. Simultaneous Case Bartering Protocol specification

enter the bargaining process. This initiating message contains the
parametersfor bartering: aparameter to, corresponding to thetime
period that the agents have to make offers; a parameter ¢4, corre-
sponding to the time period that the agents have to send the accept
messages; the number n of agents taking part in the bartering, and
Rimaz, the maximum number of bartering rounds that the bartering
will have. Once the agents have answered to this initial message,
the bartering starts.

We have specified both protocols using the formalism used in |S-
LANDER [4] (also available online at http://e-ingtitutor.iiia.csic.es
/e-ingtitutor/publications.html), and we also include a plain text ex-
planation. The appendix briefly summarizes the notation of 1S
LANDER that we use in the following sections.

4.3.1 Smultaneous Case Bartering Protocol

In this protocol al the agents send their offers simultaneously
in every round. After all the offers have been sent for the current
round, all the agents send a message for the offers they accept.
Figure 1 shows the formal specification of the protocol, and below
we describe it in detail.

1. The initial state is wo (see Figure 1). First, the initiating
agent (Ain:) Sends amessage (p;) to all the other agents with
the protocol parameters (to,ta,n and Rqz). then the pro-
tocol to move to state w .

2. Each agent broadcasts itsindividual distribution d; (message
p2). The protocol remains at w; until each agent has done
this, as established by condition c; .

. When al the agents have sent itsindividual distribution (con-
dition ¢;), they are able to compute the overall distribution
estimation D. Now the initiating agent broadcasts a start
signal in message ps and the protocol moves to state ws.



agent who has the Token can make offers to the others. Figure 2
shows the formal specification of the protocol, and below we de-
scribeit in detail.

1.

Theinitial stateiswo. First, theinitiating agent (A;.;) sends
amessage (p1) to al the other agents with the protocol pa-
rameters (to, ta,n and Ry,qz). Then the protocol moves to
state ws.

. Each agent broadcastsitsindividual distribution d; (message

p2). The protocol remains at w; until each agent has done
this, as established by condition ¢;.

. When all the agents have sent itsindividual distribution (con-

dition ¢1), they are able to compute the overall distribution
estimation D. The initiating agent broadcasts a new-round

[ Inform(?A,,al,c;=2g A 6= A =2 A C=R00) signal in message p3 and the protocol moves to state w.
p,: Inform(?A;,all,?d)) . .
Py/c;  Inform(IA,,al,new-round) 4. Each agent is able to compute the ICB bias of &l the agents
[ 'wyw, d | =In taking part in the bartering (including itself), and this will
pa/cy  GiveToken('A,;,?A e / define the order in which the token will be passed through.
_ Algyeen - f(lwy wy (A d)) Now the initiating agent gives the token (message p4) to the
Ps: '(f;fff;’gy\mkegf' ;f);ﬂ‘”) agent with the highest ICB bias (condition c) and the pro-
Ps ke tocol moves to ws. In the specification of condition c2 we
p;/cg Accept(?A;!Agken?0) / . . . :
(A g ?A1,70) € W, W(A g A} .0) are assuming that we have a function f that given alist of
Pe/c;  GiveToken(!A e ?Arken) ! pairs (A;,d;) (i.e. agent and ICB hias) returns the agent with
[ 'WeWg di | =N A | W, We Ageen | <IN A higher ICB bias.
Pioken = FIWy Wy (A d) /(A 2 W, We Ajgen)) )
Py/cg  Inform(!A;,,al,new-round) / 5. Now the agent A;oxen, OWNING the token broadcasts a start
[ 'WeWe di | =In A | 1wy We Agen | = N A signal in message ps and the protocol moves to ws.
[tw,wg 00 A | *wgwg A; | <R 5N
Py/cg  Inform(!A;,al,bye) / 6. In state w4 the agent Aioken SeNds its bartering offers us-

['WeWg di [ =In A [ 1wy Wg Ajgeen | =N A
(I'wows 0] =0V | *wgwg A [ 2R !N)

Figure 2: Token-Passing Case Bartering Protocol specification

4. In state wo the agents send their bartering offers using mes-
sage ps. When thetime ¢ isreached, the protocol movesto
state ws.

. In state ws the agents send the accept messages (ps) for those
offers they are interested in. The condition ¢, establishes
than an agent can only confirm those offers that where send
to him in the state w2. When the maximum time ¢t 4 is over,
all the unaccepted offers are considered as rejected and the
protocol movesto wsy.

. In state w4 each agent broadcastsits new individual distribu-
tion d; (message p2). The protocol remains at w4 until each
agent has done this as established by conditions ¢; and c4.

. If there have been no interchanged cases or the maximum
number of iterations R,.q. iS reached (condition c4), the
Case Bartering Protocol ends (wy), otherwise, when condi-
tion ¢3 holds the agents start a new round and the protocol
moves again to w2 when the initiating agent broadcasts a
start message. Notice, that the agents will know that there
have been no interchanged cases when the individual distri-
butions d; do not change from one round to another.

ing message ps. When the time to is reached, the protocol
moves to state ws.

. In state ws the agents will send the accept messages (pr) for

those offers they are interested in. The condition ¢3 estab-
lishes than an agent can only confirm those offers that where
send to him in the state ws. When the maximum time ¢ 4 is
over, all the unaccepted offers are considered as rejected and
the protocol moves to state we.

. Each agent broadcastsitsnew individual distribution d; (mes-

sage p2). The protocol remains at ws until each agent has
done this, as established by conditions ¢4, ¢5 and cs.

. When all the agents have send its individua distributions,

three different situations may arise:

(a) If there are some agents that still haven’t owned the To-
ken in the current round (condition c¢4), the owner of
the token passes it to the next agent with message ps
and the protocol moves to ws again. To specify condi-
tion ¢4 we have used the same function f used in the
specification of condition cs.

If every agent has owned the token once in this round,
there have been some interchanged cases and the maxi-
mum number of iterations R,a. Still has not been reached
(condition ¢5), the agents start anew round and the pro-
tocol moves again to w» when the initiating agent A;;
broadcasts a new-round signal in message (ps).

If every agent has owned the token once in this round
but there have been no interchanged cases or the maxi-

(b)

(©

4.3.2 Token-Passing Case Bartering Protocol

The main difference between this protocol and the previous one
isthe introduction of a Token-Passing mechanism, so that only the

mum number of iterations R..q. isreached (condition
cs), the Case Bartering Protocol ends (wy) after theini-
tiating agent A;,; sends abye signal in message po.
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Agent1 | Agent2 | Agent 3
Astrophorida 0.7 0.15 0.15
Hadromerida 0.15 0.7 0.15
Axinellida 0.15 0.15 0.7

Table 2: Probability of having cases of each solution class for
the 3 agents scenario. This corresponds to an MAC ICB of
about 0.2

4.4 Protocol discussion

To ensure the convergence of both protocols, we have to distin-
guish between the copy mode and the non-copy mode.

In the copy mode, we must have in mind the only restriction that
we have imposed: an agent cannot send twice the same case to the
same agent. With thisrestriction it is easy to see that both protocols
cannot run indefinitely, because each agent has alimited number of
cases to trade with. So, we can say that in a bounded number of
rounds both protocols will end.

The above restriction cannot be used in non-copy mode, because
the cases will never bereplicated in the MAC. Inthissituation, the
safest way to ensure that the protocol will not run indefinitely isto
preset the maximum number of rounds Ry.q4 -

Comparing the protocols, we can see that the Smultaneous pro-
tocol hasthe problem that an agent has to decide whether to accept
offers or not without knowing if its own offers are going to be ac-
cepted. The Token-Passing protocol tries to solve this problem by
allowing one agent only to send offers at atime.

Moreover, in the Smultaneous protocol, two agents may send
the same offer to each other, i.e. A; sendsto A; (A;, A;, Sk, , Sk,)
and A; sendsto A; (Aj, Ai, Sk,, Sk, ). Asthey areidentical, we
want to treat them as if there was only one offer sent. We call
this phenomena the Identical Offer Clash (10C). When two agents
detect an |OC, they behave considering that only one offer has been
sent, and only one case of each classis bartered.

5. EXPERIMENTAL RESULTS

In this section we want to show how the classification accuracy
of the CBR agents improve using the case bartering protocols with
respect to systems where the CBR agents do not use them. We aso
show results concerning case base sizes after the bartering and the
number of rounds needed to converge to a stable case distribution.

We use the marine sponge classification problem as our test bed.
Sponge classification is interesting because the difficulties arise
from the morphological plasticity of the species, and from the in-
complete knowledge of many of their biological and cytological
features. Moreover, benthology specialists are distributed around
the world and they have experience in different benthos that spawn
species with different characteristics due to the local habitat condi-
tions.

In order to show the improvements obtained in the system when
the agents use case bartering, we have designed an experimental
suite with a case base of 280 marine sponges pertaining to three
different orders of the Demospongiae class (Astrophorida, Hadro-
merida and Axinellida). In an experimental run, cases are randomly
distributed among the agents (e.g. if thetraining set is composed of
252 cases and we have a 4 agents system, each agent will receive
about 63 cases). In the testing phase, problems arrive randomly to
one agent in the MAC. The god of the agent receiving a problem
isto identify the correct biological order given the description of a
new sponge. Once an agent has received a problem, the MAC will
use the Committee collaboration policy to obtain the prediction.

For experimentation purposes, we force biased case bases in ev-
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ery agent by increasing the probability of each agent to have cases
of some classes and decreasing the probability to have cases of
some other classes. For example, Table 2 shows the probabilities
for 3 agents of having cases for each solution class.

In order to test the generality of the protocols, we have tested
them using systems with 3, 5, 8 and up to 10 agents, and using
several CBR methods. nearest neighbor, 3-nearest neighbor and
LID[1]. The results presented here are the average of 5 10-fold
cross validation runs.

The figures 3, 4 and 5 show the results of applying the two case
bartering protocols. The left part of those figures show the aver-
age accuracy obtained for the non-copy mode, and the right part
show the average accuracy obtained for the copy mode. Three bars
are shown for each scenario, the biased results represent the aver-
age accuracy obtained by the MAC without using case-bartering
with biased individual case bases; and the SCBP and TPCBP results
represent the average accuracy obtained by the MAC after using
the Synchronous Case Bartering Protocol and Token-Passing Case
Bartering Protocol respectively. We can see in those figures that
in all the scenarios, the MAC systems using case bartering obtain
a significative gain in accuracy than those systems that do not use
case bartering. This shows the independence of the bartering pro-
tocols from the CBR method used by the individual agents. Those
figures also show that case bartering is robust even when the size
of the case bases decreases and the number of cases an agent can
barter isvery small, as we can see for the 10 agents scenario where
each agent has only about 25 cases (i.e. lessthan 9 cases per class).

Comparing the accuracy obtained by the two protocols SCBP
and TPCBP we see that both have nearly the same accuracy in all
the scenarios. We can see that there is never a difference greater
than 1% between the results of the Simultaneous protocol and the
results of the Token-Passing protocol. Therefore no bartering pro-
tocol is significantly better than another but both are significantly
better than using no bartering protocol.

Figure 3 shows that when the agents use simple methods like
nearest neighbor, they can take more advantage of the bartering
process than when the agents use more sophisticated methods like
LID (Figure 5). For instance, we can see how in a 3 agent sce-
nario (with about 84 cases per agent) using nearest neighbor, the
accuracy can boost from 81.43% to 90.71% in the copy mode or
to 89.21% in the non-copy mode. In the same 3 agent scenario but
using LID the accuracy for the system without using case barter-
ing is 84.82%, and after case bartering it raises to 90.36% in the
copy-mode or 89.36% in the non-copy mode. The gain in accuracy
for the nearest neighbor is higher than for LID, but it is due to the
fact that the accuracy obtained by the system without using case-
bartering is lower for nearest neighbor than for LID, and the accu-
racies obtained after case bartering are more similar. Therefore, we
can conclude that LID ismoreresilient to biased case bases and that
bartering is positive to al three CBR methods but specially useful
for nearest-neighbor methods.

Looking at Figure 4, we can see that 3-nearest neighbor results
are worse than with nearest neighbor or LID specially for the non-
copy mode and even more when the individual case base sizes are
small (in the 8 or 10 agent scenario). The reason is that 3-nearest
neighbor do not work well when the case bases are small. Thus, we
can see that in the non-copy mode the results of 3-nearest neighbor
are not very good because the case base sizes keep being small,
but when we alow case redundancy (in the copy mode) and the
case bases are bigger, 3-nearest neighbor starts behaving better and
obtains nearly the same results as nearest neighbor.

Table 3 shows the case base sizes reached after case bartering in
the copy mode. We see that the agents stop interchanging cases be-
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Figure4: Accuracy plot for systemswhere the agents use 3-nearest neighbor
3 Agents | 5Agents | 8 Agents | 10 Agents 3 Agents | 5Agents | 8 Agents | 10 Agents
Before 84.00 50.40 31.50 25.20 CBP 79.4 24.9 14.0 129
After SCBP 187.49 79.60 49.42 40.75 TPCBP 212.0 1011 97.2 99.4
After TPCBP 183.00 77.50 46.78 38.15 SCBP*n 238.2 124.5 112 129

Table 3: Comparison of the mean case base size before and
after the bartering processin the copy mode.

fore each agent acquires al known cases in the system. Moreover,
except in the 3 agents scenario, the case base sizes do not increase
very much. The 3 agents scenario is special because theinitial case
bases of the agents are quite big, and to repair their ICB biases the
number of cases needed to be bartered is quite higher than in the
5, 8 or 10 agent scenarios. We also see that the case base sizes
in the non-copy mode obtained using the Token-Passing protocol
are dightly smaller than the ones obtained using the Simultaneous
protocol.

Concerning the convergence of the protocols, they always con-
verge, and the maximum number of rounds R... (Set to 300 in
these experiments) is practically never reached. Table 4 shows the
average number of iterations of the protocols needed to converge to
a stable case distribution for the copy mode. We can see there that
the Simultaneous protocol is much faster than the Token-Passing
one (taking only in consideration the number of rounds needed to
converge). The reason is that in the Token-Passing protocol only
one agent can make offers each round, so it needs about n times
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Table4: Number of roundsneed to convergein the case barter-
ing protocols for the copy mode.

more rounds (being n the number of agents in the system) than
the Simultaneous protocol. For comparison purposes the third row
of Table 4 shows the number of rounds needed by the Simultane-
ous protocol multiplied by n. Table 5 shows the average number
of iterations of the protocols needed to converge for the non-copy
mode. Again the Simultaneous protocol needs less rounds to con-
verge than the Token-Passing protocol for the same reason. We
can see comparing both tables (4 and 5) that the number of rounds
needed to converge in the non-copy mode is smaller than in the
copy mode. Thisisas expected, since in non-copy mode the bias of
individual case basesis modified in two ways: by the case an agent
loses by sending it away and the new case that arrives — while
copy mode only has the latter effect.

Comparing now the two modes, we see that in the non-copy
mode the MAC obtains lower accuracies than in the copy mode.
But, on the other hand, in the non-copy mode, the average number
of cases per agent does not increase and in the copy mode the size of
the individual case bases grows. Therefore, we can say that in the
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Figure5: Accuracy plot for systemswherethe agentsuse LID

3 Agents | 5 Agents | 8 Agents | 10 Agents
SCBP 19.0 10.7 95 5.6
TPCBP 36.0 40.0 61.3 50.2
SCBP*n 57 535 76 56

Table5: Average number of roundsneed to convergein thecase
bartering protocols for the non-copy mode.

copy mode (when the agents send copies of the cases without for-
getting them) the agents obtain greater accuracies, but at the cost
of increasing the individual case base sizes. In other words, they
improve the accuracy allowing case redundancy in the contents of
individual case bases (a case may be contained in more than one
individual case base), while in the non-copy mode the agents only
reallocate the cases but allowing only asingle copy of each casein
the system.

Finally, Table 6 shows the average accuracy for a individual
agent before and after the case bartering process in copy mode. We
can see that the barternig process also improves the individual per-
formance of agents with respect to the biased situation; therefore,
bartering makes sense for individual agents whether or not they are
willing to cooperate. However, since using the Committe collab-
oration policy the performance is clearly better it makes sense for
individual to engage in such a collaboration.

6. RELATED WORK

Severa areas are related to our work: multiple model learning
(where the final solution for a problem is obtained through the ag-
gregation of solutions of individual predictors), case base compe-
tence assessment, and negotiation protocols. Here we will briefly
describe some relevant work in these areas that is close to us.

A general result on multiple model learning [7] demonstrated
that if uncorrelated classifiers with error rate lower than 0.5 are
combined then the resulting error rate must be lower than the one
made by the individual classifiers. The BEM (Basic Ensemble
Method) is presented in [9] as a basic way to combine continuous
estimators, and since then many other methods have been proposed:
Cascade generalization [6], Bagging [3] or Boosting [5] are some
examples. However, all these methods do not deal with the issue
of “partitioned examples’ among different classifiers as we do—
they rely on aggregating results from multiple classifiers that have
access to all data. Their goa is to use multiplicity of classifiers
to increase accuracy of existing classification methods. Our inten-
tion is to combine the decisions of autonomous classifiers (each
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one corresponding to one agent), and to see how can they coop-
erate to achieve a better behavior than when they work aone. A
more similar approach is the one proposed in [13], where a MAS
is proposed for pattern recognition. Each agent is a specialist rec-
ognizing only a subset of all the patterns, and the predictions are
combined dynamically.

Learning from biased data sets is a well known problem, and
many solutions have been proposed. Vucetic and Obradovic [12]
propose a method based on a bootstrap algorithm to estimate class
probabilities in order to improve the classification accuracy. How-
ever, their method does not fit our needs, because they need the
entire test set available for the agents before start solving any prob-
lem in order to make the class probabilities estimation.

Related work is that of case base competence assessment. We
use avery simple measure comparing individual with global distri-
bution of cases; we do not try to assess the areas of competence of
(individual) case bases - as proposed by Smyth and McKenna[11].
Thiswork focuses on finding groups of cases that are competent.

In [10] Schwartz and Kraus discuss negotiation protocols for
data allocation. They propose two protocols, the sequential pro-
tocol, and the simultaneous protocol. These two protocols can be
compared respectively to our Token- Passing Case Bartering Pro-
tocol and Smultaneous Case Bartering Protocol, because in their
simultaneous protocol, the agents have to make offers for allocat-
ing some data item without knowing the other’s offers, and in the
sequential protocol, the agents make offers in order, and each one
knows which were the offers of the previous ones.

7. CONCLUSIONSAND FUTURE WORK

We have presented aframework for cooperative Case-Based Rea-
soning in multiagent systems, where agents use a market mech-
anism (bartering) to improve the performance both of individuals
and of the whole multiagent system. The agent autonomy is main-
tained, because if an agent do not want to take part in the bartering,
he just has to do nothing, and when the other agents notice that
thereis one agent not following the protocol they will ignore it dur-
ing the remaining iterations of the bartering process.

In this article we have shown aproblem arising when datais dis-
tributed over a collection of agents, namely that each agent may
have a skewed view of the world (the individual bias). Comparing
empirical results in classification tasks we saw that both the indi-
vidual and the overall performance decreases when bias increases.
The process of bartering shows that the problems derived from
distributed data over a collection of agents can be solved using



NN 3-NN LID
Biased | SCBP | TPCBP | Biased | SCBP | TPCBP | Biased | SCBP | TPCBP
3Agents | 7335 | 89.25 | 8821 | 5952 | 7650 | 76.60 | 73.80 | 8214 | 87.14
5Agents | 67.10 | 8260 | 8250 | 56.25 | 6192 | 6357 | 6838 | 79.52 | 80.35
8Agents | 6540 | 78.87 | 7653 | 48.80 | 56.78 | 57.14 | 6750 | 75.00 | 76.07
10 Agents || 65.15 | 7857 | 7321 | 46.78 | 5428 | 53.75 | 66.66 | 69.64 | 73.00

Table 6: Individual accuracy of agents before (Biased) and after the case bartering (SCBP and TPCBP) processes.

a market-oriented approach. Each agent engages in a barter only
when it makes sense for its individual purposes but the outcome is
an improvement of the individual and overall performance.

The naive way to solve the ICB bias problem could be to central-
ize all datain one location or adopt a completely cooperative mul-
tiagent approach where each agent sends its cases to other agents
and they retain what they want (a “gift economy”). The problem
with the completely cooperative approach is that the outcome im-
proves but redundancy also increases and there may be scaling up
problems; the bartering approach tries to interchange cases only to
the amount that is necessary and not more.

We have presented the copy and non-copy modes for modelling
two different but related scenariosin multiagent case-based reason-
ing. In the non-copy mode cases are viewed as assets and owner-
ship of cases requires that the acquisition of a case by an agents
requires the other agent to relinquish any possession or use rights
on that case. This mode insures that redundancy of cases in the
multiagent system will not increase. However, alimited amount of
redundancy can improve the multiagent system performance so if
circumstances permit it isagood ideato allow it. Thisis precisely
what the copy mode allows; however, copy mode is applicable only
in scenarios where cases are seen asinformation (and not as assets)
that can be shared when it isin the interest of the sharing partners.

In the experiments reported in this paper, the agents use strate-
giesfor choosing which offersto generate and send to other agents
and for choosing which offers to accept from other agents. Cur-
rently, both strategies try to minimize the ICB bias measure. The
|CB bias estimates the difference between the individual and global
case distribution over the classes. However, we plan to study other
kinds of biases that may characterize the individual agents case
base. In order to compute these new bias measures, the agents may
need to make public more information. Thus, a modification in the
bartering protocols would be needed to manage the information re-
quired. Moreover, the ICB bias measure presented in this paper is
only useful when we are dealing with classification tasks. There-
fore, new bias measures are needed for non-classification tasks.

We have focused on bartering for agents using lazy learning but
future work should address the usefulness of bartering for eager
(inductive) learning techniques.
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APPENDI X
A. PROTOCOL SPECIFICATION

Four basic elements shape the protocol specification formalism:
Sates, Transitions (connecting two statesin an oriented way), Per-
formatives (containing a sender, the receivers, and optionally some
content parameters), and Conditions (specifying whether a perfor-
mative is valid or not depending on some restrictions). In order to
specify all the above, we have used the following notation:

A state is noted w;. A Performative is noted p;, and is used
with the form: Performative(sender, receiver, ... ). A Condition
is denoted as c;, and is composed of a set of constraints linked by
conjunctive or digunctive relations.

Each Transition is labeled by a Performative and optionally a
Condition (p;/c;) meaning that the Performative p; is only valid
when the Condition ¢; is satisfied. Some Transitions are labeled
with aTimeout ([!¢]) instead of a Performative, meaning that when
thetime ¢ is reached after the arrival to the current state, the transi-
tion isin effect and the system moves to the next state.

A variable is noted ?7z. When we want to denote the value of a
previously instantiated variable, we write !z. And when we want to
obtain the set of values that a variable has taken we write: lw;w;x;
this expression denotes the set of values taken by the variable x
during the last transition of the protocol from w; to w;. And if we
want to obtain the set of al the instantiations of a variable from the
beginning of the protocol, we write * .



