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Abstract

Digributed computing has become a very popular style for large-scde smulaion software
since the continuoudy increasing of persond computer’s performance and network bandwidth. In
this paper we described the development of Scalable traffic smulation and measure its performance.
The dmulation designed in this research is to smulate vehicle behavior a the individud traffic
component leve, in which we can monitor and measure vehicle behavior individualy and be able to
display traffic datain red time graphics mode. The distributed computing environment used consists
of a st of computer nodes running Java smulator module connected and working together in a
magter/dave modd. Java Message Service (IMS) is used to implement message passing between
computing nodes. These nodes are working in a loosdy couple pardle computing Syle.
Performance testing is focused in two conditions, The firgt is fixed number of computing node where
we measured the Computing time/Number of Smulation objects, Second is fixed number of
smulation objects we measured the Computing time /Number of Computing node.

1. Introduction

Many years ago pardld or ditributed computing was developed and has brought substantia
bendfits to the area where scientific problems are so complex that solving them requires extra
powerful mmputing systems to solve such a problems as quantum chemistry, meteorology, fluid
dynamic and many others. Traffic amulation is a very interesting problem domain especidly when
conducting Smulation at alevel of individua components since the complexity is measured in terms of
data sets that are often too large for a processor to hold them in memory and process at once. Using
gngle processor system it is not possible to control the movement of a very large number of vehicles
along roads without sacrificing Smulation performance. The Stuation becomes worse if the data Sze
becomes larger later. Another way to rdieve this trouble is desgning the smulation system to be
more scalable by using distributed computing.

This implies that by harnessing additional processors in parald and decomposing the problem
domain into sub-domains we can speed-up the smulation. Researchers a University of Edinburgh
have proved the benefits of pardld computing. Ther traffic Smulation can move 200,000 vehicles
spread over 7,000 roads at real time rates [1]. Data decomposition is the next important issue when
desgning pardld dgorithms. Pardld dgorithm initidly distributes data across processors and makes
them responsible for their portion. Thus, pardle agorithms for traffic mulaions need to pardle
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data such as road network geometry, road network topology and initial positions of vehicles. In [1]
each processor is statically assgned a queue, the pardld item of data, which is then associated with
dl the lanes that comprise one direction of the road link. The relation processor-gueue remans
unchanged during the smulation run. As the number of vehicles on the particular processor vary
between amulation frames this can result in Stuations where some processors have only a few or
even none vehicles to control if dl vehicles are outsde the processor's region. If such Stuation
occurs load imbalance increases and usage ratio of the processor fdls. This led researchers at the
Univergty of Maribor to conduct researching for Algorithm for adaptive load balancing in pardld
traffic amulation [2]. The pardld environment used in their environment condsts of a st of
workgtations nodes connected in a network. PVM network programming environment is used to
implement message passing between workstations.

PVM and MPI have long been used in the development environment for pardle computing.
However gnce they are poor development tools, platform specific and difficulties to use in
concurrent programming. We were motivated us to look for new development tool. We have found
that Java based technologies are now more sophisticate in terms of standardize, scalability and
platform independence.

Our computing environment is a set of computers node connected together in a loosdy
couples style usng Java Message Passing to make a communication between nodes. These
computers are truly platform independent and can be integrated from UNIX, Windows or even
Macintosh based nodes.

In the remainder of this paper we firg give an overview of essentid requirementsin designing
traffic amulations. Then, we describe pardlelism of traffic data, partitioning a traffic subset and
implementation. Finaly, we present the test results and the speed up ratio measured from our testing
environment.

2. Traffic Smulation

Traffic amulation has been in exitence and developed for many years. Their main purpose is
to smplify modds of traffic flow in order to produce results within timescaes. Typicdly, there are
two mgor modds used to represent a traffic flow quantity. One is macroscopic and another oneis
caled microscopic. Macroscopic mode represents traffic flow in a particular road as a single
quantity. Unfortunately, such modes do not properly represent red traffic behaviors in congested
Stuations, and do not reproduce the fluctuating nature of real world Stuations [1]. Microscopic
amulation enables more accurate sudy of congestion formation and disperson and emphasizes the
indght into the nature of road traffic flow [2]. During each time step, the vehicles are moved towards
its degtinations, and from road to road if necessary, as in red-life. This research is used a kind of
Microscopic modd aso.

2.1 Traffic Data

To smulate traffic environment and the movement of vehicle, we need traffic data. Traffic data
is information that describes attributes of traffic components individualy. In this research we used a
ample form of these components. It conssts of vehicles, link, junction, intersection and nodes:

Vehicle, each vehicle hasindividudly physicd property which isincludes:
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Vehicdetype
Width

Length
Maximum speed
Number of Lanes

Beddes, it hasit own behavior when moving which conasts of:
- Cruise
Accdlerate
Decedlerate
Following
Stop
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Figure 1: Traffic Data

Node is used to represents the conjunction between two components.

Corner isthe same function with road except the representation of visudizes style.
Link, to represents the road in one direction between two nodes.

T-Junction, to represents the T-junction style between roads with traffic light control.
I ntersection, to represents the intersection between roads with traffic light control.

All of these traffic components are able define a physica property such as.
- Width
Length
Number of Lanes
Congtraint speed
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Traffic sgnd control for T-Junction and Intersection
Figure 1. lllustrates how traffic components connected together.
2.2 Data Parallelism

We can achieve the pardldism of traffic data by decomposes in to be severa data subsets.
Each processing node can process each data subset concurrently. To partition traffic data, we may
condder data from different location and traffic behaviors. Each subset should contain a group of
traffic components, which have a high-density traffic around the center of subset area and should
have a very light traffic around bound. This will improve the amulation performance in order to
reduce traffic of vehicle interchanging in the network between processing nodes.
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Fgure 2: Two subsets partitioning

3. Implementation of The Scalable Traffic Smulation

The environment used in our research consisted of computer nodes connected together by a
Fast Ethernet based switch. Our distributed environment can be considered & a MIMD system.
Each computer node has a copy of smulation program and has it own traffic data subset to execute.
It dispatches data with other computer nodes, which we called Processing nodes. One node has to
manage the smulaion and synchronize dl nodes to work discrete time, which we caled Manager
node. The Manager node provides user interface and display the information summary of traffic
Stuation.
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JMQ is used to provide communication in among of these computing nodes. The
communication isincluded controlling signa, synchronization sgna and objects interchange.
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Figure 3: Architecture of Scalable Traffic Simulation
3.1 Manager Node

In order to start smulation initidly, manager node first read data needed for the initialization of
smulation environment from a configuration file. The configuration consists of road network, routes
and data subset for each processing node. After finish initidization, Manager then sends the
initidizetion data to processing nodes. It will remain idle until received ready confirmation from al
Processing nodes.

Every step of smulation the manager node will send SYNC signd to the processing nodes, al
processing node will process one step of Smulation after receiving this sgnd. After finish the ep it
will send RESYNC signd back to the manager node adong with other additiond information such as
number of vehicles.

Manager node is able to digplay road network and vehicle at any position aong the road map
in ared time. However it depend on the purpose of smulation. If we want to maximize the Smulation
performance, the visudization should be disabled because it will consume a huge amount of network
bandwidth.

3.2 Processing Nodes
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Manager node manages processng nodes by usng JMS to deliver control and synchronize
messages. First, Processing process does initidization and recaives basic information from the host
that should be present before the smulation can be garted. Initid vehicles in network will first
smulated at processing node by getting quantity from manager node. After finish the vehicle
generating and initidization it will send a complete message to manager. On smulation time, Manager
will send synchronize message to notify al processing nodes to start the processing of one step of
amulation. During the gep of amulation, if the processng node has any vehicle moved out from its
data subset, the processing node will call IMS to transfer the vehicle to the destination processing
node taking respongbility for the target data subset and wait for the acceptant signd from the
destination node. However, if the destination node cannot accept the transferring vehicle the sender
should stop the vehicle and try to do a trandferring process again in the next sep of amulation.
Finaly, when the requested task has been completed, notification will be sent back to the Manager.
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Figure 4: Graphics User Interface of Scalable Traffic Simulation

3.6 Visualization
The user interface in this implementation is used features of Java 2D API in order to produce
high qudity two dimensonsimages. The traffic network visudization is presented in two ways, oneis
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display overdl traffic datus a the manager node and another digplays the network treffic at
processing nodes, which is only a subset of traffic network components is displayed. Both of them
are dle to diglay in levd of individud vehicle movements with zoom in and zoom out &bility as
showed in the figure 4.

4. Performance Tests

The performance tests demonstrate system ahility to scale in performance on pardld
machines. For thistest a network with 592 links and 608 nodes, and modeling a 2-1ane network
components, in area of 2.4 square kilometers. Traffic was Smulated using 1, 2, and 4 processing
nodes of the Pentium 111 600 with 128Mbytes memory on Windows 2000 Advanced Server. The
term speedup meansthe ratio of Smulation usage time running on multi- processing nodes compared
to running on a single processing node.

The following table shows the performance index and the relative speedup for each of these
smulation runs.

Table 1 shows that the relation between usage time and the number of vehicles are not linear
characteristic because the usage time is depends on both processing power and the traffic Stuation
such acase of congestions. This implies that when we increase the number of vehicle to be two times
larger, the smulation stuations will be changed not just only a bigger workload that each node has to
processes but also a higher congestion will be another factor.

4 Processing nodes

Number of Vehicle Usage Time Simulation Step Average Step Time
5,000 14.851 minutes 7,956 112ms
10,000 56.36 minutes 12,145 167 ms
20,000 97.34 minutes 18,027 324 ms

Table 1: Performance measuring at fixed number of node

Table 2 and Figure 5 shows the relation between number of processing node and smulation
usage time. We increase the number of processing nodes to be stepped of two times from 1, 2 and
4. ldedly, speed up should be increased around twice for each step but as we have founded from
our test result, the speed up is increased around 1.4~1.6 times, which is around 75% of the idedl.
Thisresult illustrates that the key of speed up ratio is not depend on only a processing power of each
nodes but it has some effect from communication time that each node paid for synchronization,
controlling and vehicle interchange. The mgor factor of communication is the vehicle interchange
time because it consumes far more higher network bandwidth compares to synchronization or
controlling message, therefore with a minimize of the vehicle interchange time should bring on a
maximize of speed up.
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Vehicle Quantity = 20,000

Number of Node Usage Time Simulation Step | Average Step Time Speed up
1 207.49 minutes | 17,785 700 ms 100
2 128.05 minutes | 17,952 428 ms 162
4 83.34 minutes | 18,027 278 ms 249

Table 2: Performance measuring at fixed quantity of vehicle
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Figure 5: Speed up ratio

The vehicle interchange time is very sensble from the partitioning of traffic map subsst. To
minimize the vehicle interchange time the area around the subset’ s boundary should have alower rate
from the vehicle moving across the bound.

5. Conclusons

This paper presents the development of scdable traffic Smulation by using Java technology.
This development concludes that we can achieve a sysem with high smulation performance and
scaability by decomposing the traffic area to be subsets and distribute it to process concurrently at
the processing nodes. The smulation performance is depending on two mgor factors, processing
power and the communication time of the computer nodes.
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