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ABSTRACT

The difficulties in developing large-scale distributed sensornet-
works are discussedand our recentexperiencein developing and
analyzingdistributed problemsolving methodsfor applicationsin
sensometworksis overvieved.
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1. SENSORNETWORKS

In recentyears thetechnology of micro-electro-mechaical sys-
tems (MEMS) has maderapid advances. Varioussmartdevices,
suchassensorandactuatorsvith someinformationprocessig ca-
pabilitiesembeddedvithin, have beendevelopead anddeployedin
mary real-world applicationg4, 5]. To meetthe needsof vastde-
mandsof MEMS in variousapplicationdomains suchasavionics
andplantautomationjt becoms critical to connect alargenumber
of sensorandactuatorsupto thousand, tensof thousand or even
millions of units, andto integrateand embedsensing,signaland
dataprocesg andcontrol functionson individual devices.

To make our discussiorconcrete we now describethe problem
of object detectionusing MEMS devices. Detectingand track-
ing mobile objectsin large openenvironmentsis a topic that has
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mary real applicationsin differentdomains,suchas sunweillance
androbotnavigation. We aredeveloping suchadetectiorandtrack-
ing systemusingMEMS sensorseachof which is operatedunder
restrictedenegy sources,.e., batteries,and hasa small amourt
of memoryand restrictedcomputatioml power. In a typical ap-
plication of our system a collectionof small sensorsare scattered
in anopenareato detectpossibleforeign objectsmoving into the
region. Eachsensorcanscananddetectanobjectwithin afixedra-
dius. However, theoverall detectingareaof a sensoiis dividedinto
threeequalsectorsandthe sensorcanonly operatein one sector
atatime. The sensorgancommunicatewith oneanotherthrough
radio communcation. The radio channelis not reliable,in thata
signalmay getlost dueto, for instancea collision of signalsfrom
multiple sensorsgr distorteddueto ervironmert noises.Moreover,
switchingfrom one scanningsectorto anothersectorand sending
andreceving signalstake time andenengy.

The systemneedgo meettwo conflictinggoals.While attempt-
ing to detectall objectsasquickly aspossiblethe systemmustalso
presere asmuchenepgy aspossiblein orderto prolongits lifetime.
The problemis thusto find a distributedscanscheduldo optimize
anobjective functionthatbalancesheabove conflictinggoals.The
key to the problemis how individud units shouldbe programmed
to work asa coherem piecetoward achieving commongoals.

2. DIFFICUL TIES AND FEATURES

Many uniquefeaturesof MEMS devices and distributed appli-
cationsmale the developmentof sensometworks difficult. Using
aspecialsensomevice, Berkeley Motes[2], andour applicationof
objectdetectionasexampleswe discusssomeof the difficulties of
problemsolvingin sensometworks.

e Restricted resources MEMS devices are typically devel-
opedwith alow pricein mind. As aresult,thecomputatioml
resourcese.g.,the CPUspeedcandmemory arelimited. For
example,a Berkeley Mote carriesa slow 4 MHZ CPU,only
512 Bytesof memoryfor instructionsanda small4 MBytes
memoryfor data. The compuationalresource®n a sensor
determineghe amountof computationit canprovide within
afixedperiodof time.

e Faulty devices The applicationervironmerns that sensor
networks are appliedto may be severe,suchasan environ-
mentof high temperaturendhigh pressureasin the avion-
ics domdn. The reliability of MEMS sensoramay be sig-
nificantly reducedundersuchernvironments. Therefore the
lifetime of asingledevice is reducedasis thereliability of a
sensomnetwork asawhole.



e Unreliable communication. Wirelesscommunicatiorpro-
videsmuchflexibility andextendssignificantlythe applica-
bility of sensometworks. It is oneof the mostdesirablefea-
turesof sensometworks. However, wirelesscommunicéion
alsointroduces additional problemsto the development of
sucha system.Reliability of wirelesscommuricationis also
oneof theissueghathasto be addressed.

e Restrictive time bounds. Sensornetworks usually oper
ateunderseveretime restriction,sometimesvithin unknavn
bourds on systemresponsdime. Adding information pro-
cessingcapalility to sensorslleviatesthetimeissue.Some
simpleandlow-level decisiormakingproblemscanbesolved
by coupling sensingand information processingon board.
However, it still remainsa challengeto fully utilize the on-
boardinformationprocessindunctiondity to increasehere-
sponsienesof anintegratedsenso network.

e Limited energy. Due to physicalrestrictionsand the dis-
tributednatureof mary applicationsthe sensorsandactua-
torsin distributedsensonetworksusuallyoperateon limited
enepgy sourcesi.e., batterieslt is animportant,but difficult,
problemto sare enepy to prolongthelife spanof a system.

Even thoughthereare mary difficult issuesinvolved when us-
ing MEMS sensorsthey are usedto build robust and large-scale
networkswith mary desirablefeatures.

e Scalability. It is oneof thedesignobjectivesto have asensor
network scalableto a large numberof componets, perhas
to tensof thousasor evenafew million comporents.Scal-
ability meansthatthe systemperformancedoesnot degrace
dispropationally with the sizeof thesystenor evendoesnot
degenegatesatall whenthe numberof compmentsincreases.

Real-time performance Many applicationssuchasourob-

ject detectionand tracking, require continuots and sponta-
neousresponsesTherearealsoproblemsin whichthedead-
line for aresponsas unknown but canbecomemminentat
ary time. Therefore,a good arytime performarce is desir

ablefor asensonetwork. Here,anytime meanghatasystem
canbestoppedatary time with a solution.

Self-stabilization and fault tolerance To toleratefaulty

compaentsandsupportadaptationit is expededthatasen-
sornetwork is ableto toleratecomporents’failure. It is also
expectedthat the systembe ableto stabilizeitself in thatit

is ableto eventudly convergeto legal statesunderlocal per

turbationsto restrictedpartsof the system.

3. APPROACHES AND INITIAL RESULTS

Multiagentsystem(MAS) technologiezanandwill play critical
rolesin developing effective and efficient problem-solvingstrate-
giesand methodsin large-scalesensometworks. They provide a
frameawork for building andanalyzingsuchsystemsand offer spe-
cific mechanismsor distributeddecisionmakingandcoordindion
in the systems In the pasttwo decads or so, MAS researcthas
prodwed techniquesfor distributed problem solving and reason-
ing [6].

However, mary computatiorn andcommunicationntensive meth-
ods, suchasnegotiation, may not be suitablefor distributed prob-
lem solvingin sensometworks wherecomputationabndcommu-
nication resourcesare limited. To accommalatethe physicalre-
strictionsandprovide someof the featuresneede by high-perfor-

mancesensonetworks, it is desirableo applydistributedproblem-
solving methodsthat requirelittle compuation and commurica-
tion. Suchmethod must useinformation local to the compua-
tional nodesandtheir neightors, ratherthaninformationrelatedto
global statesof the overall system.

In our currentresearchwe arebuilding a distributedsensomet-
work for mobile objectdetectionandtracking. We have beenfo-
cusingon distributed problem-solvingmethodsthat uselocal in-
formation. We have consideredlistributed brealout algorithm(3,
7] anddistributedstochastialgorithm(DSA) [1] for solvingafew
combinataial optimizationproblemsin sensometworks|[8, 9, 10].

Specifically we proved that DBA is completeon agyclic con-
straint networks in that it is able to find an optimal solutionin
O(n?) stepson a network of n nodes. This implies that DBA
canbe usedfor self-stabilizationin agyclic networks, a desirable
propertyfor distributed problemsolving. We alsoshaved a sim-
ple ring structureon which DBA may fail to find a solution and
proposel stochastischemego increaseats completeness cyclic
networks [9]. In addition, we investigatedthe phase-transitiomr
thrashingbehaior of DSA on sensometworks[8, 10]. Our exper
imentalevaluationrevealedthat DSA is usuallymoreeffective and
efficientthanDBA, in termsof solutionquality andcommunication
cost.

In summary our currentexperiencein developing distributed
sensometworks leadsto the conclusionthat simpledistributedal-
gorithmsthat uselimited, local information and commurication,
suchas DSA and DBA, are capableand suitablefor distributed
arytime problemsolvingin distributedsenso networks.
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