
Detecting Relevant Information in High-Volume
Chat Logs: Keyphrase Extraction for Grooming and

Drug Dealing Forensic Analysis
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Abstract—The growing use of digital communication platforms
has given rise to various criminal activities, such as grooming
and drug dealing, which pose significant challenges to law en-
forcement and forensic experts. This paper presents a supervised
keyphrase extraction approach to detect relevant information
in high-volume chat logs involving grooming and drug dealing
for forensic analysis. The proposed method, JointKPE++, builds
upon the JointKPE keyphrase extractor by employing improve-
ments to handle longer texts effectively. We evaluate JointKPE++
using BERT-based pre-trained models on grooming and drug
dealing datasets, including BERT, RoBERTa, SpanBERT, and
BERTimbau. The results show significant improvements over
traditional approaches and demonstrate the potential for Join-
tKPE++ to aid forensic experts in efficiently detecting keyphrases
related to criminal activities.

Index Terms—forensic analysis, grooming, drug dealing,
keyphrase extraction

I. INTRODUCTION

The increasing usage of the Internet and the widespread
availability of smartphones have led to a significant rise in
messaging exchanges. As smartphones become more acces-
sible to a broader range of users, messaging has become
a prevalent mode of communication. However, along with
the growth in mobile device usage, there has also been an
increase in criminal activities involving the exchange of illicit
messages through messaging apps and SMS. These messages
can contain various forms of criminal behavior, such as threats,
defamation, explicit content, or even discussions related to
drug dealing. To ensure the safety and protection of potential
victims, effectively identifying and investigating these criminal
activities is of utmost importance.

In this context, forensic analysis for smartphones and mes-
saging apps plays a vital role in investigating criminal mes-
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sages. Forensic experts specialize in extracting data from these
devices and conducting thorough analyses to determine the
origin and authenticity of the messages, as well as gather other
relevant information crucial to the investigation. The extracted
data can serve as valuable evidence in legal proceedings,
aiding in the conviction of the individuals responsible for these
criminal acts [1].

Computational tools are vital to support forensic experts
during analyses as they expedite the process while enhancing
accuracy and automating several steps of data acquisition and
analysis from smartphones and other devices. These tools
efficiently extract relevant data and information from various
data sources, including text messages, images, audio, and
more, streamlining the analysis of vast data volumes and
reducing manual effort.

Within extensive text volumes, specific keyphrases often
contain valuable content. Recognizing this, using keyphrase
extraction techniques proves invaluable for forensic inves-
tigators in detecting criminal information within extensive
text content found in chats. While investigators can perform
simple keyword searches using text editors, criminals fre-
quently employ coded language or other strategies to impede
forensic detection. Therefore, employing robust and context-
based automatic keyphrase extractors significantly contributes
to the forensic analysis of diverse types of crimes.

This work introduces a supervised keyphrase extraction
approach for long-context texts to advance forensic research in
online chats involving grooming to practice sexual abuse and
drug dealing. For the first case, a publicly available subset
from the Perverted Justice data was experimented with. As
for the second case, we used private data obtained through
a partnership with the Scientific Police of Paraná (Polı́cia
Cientı́fica do Paraná – PCPR), a local police force from Brazil.

The proposed method builds upon a modified version of
JointKPE, a supervised keyphrase extraction technique. We



enhanced it to handle high-volume chat logs, thus creating
JointKPE++ to aid forensic experts in efficiently detecting
crucial information within a large volume of messages from
messaging apps and SMS. This enhancement represents a step
forward in research in this area, promising improved results
for keyphrase extraction tasks in digital forensic analysis.

This paper is structured as follows: Section II introduces
the study cases of grooming and drug dealing, along with
related works. Section III presents our proposed approach.
Section IV discusses experimental settings and results. The
paper concludes with remarks in Section V.

II. CRIMINAL ACTIVITIES IN CHATS

In our interconnected world, criminal activities in online
chats, particularly on smartphones, have become increasingly
prevalent. Research on online chats faces limitations in ac-
cessing real enticement or drug dealing cases due to the con-
fidential nature of legal proceedings, particularly concerning
the involvement of children or teens. These cases are subject
to judicial secrecy to protect the privacy of individuals and
prevent the disclosure of confidential information such as
wiretaps and bank statements. As a result, the availability of
databases containing such cases is limited.

In this section, we discuss the specific criminal activities
examined in this study, the data used, and the challenges as-
sociated with automating the detection of relevant information
in online chats. The focus is on grooming and drug dealing
conversations.

A. Child Grooming

The use of online chats and smartphones for grooming is
a serious concern requiring the attention and collaboration
of parents, authorities, and society. Sexual predators exploit
the anonymity and convenience of digital chats to groom
vulnerable children and teens, who may be unaware of the
risks involved, and face social and family challenges. These
individuals employ manipulative tactics, such as desensitiza-
tion techniques, to engage victims in sexual abuse. In 2022, the
National Center for Missing and Exploited Children (NCMEC)
received over 80,000 reports of online grooming of children
for sexual acts, representing a significant increase from the
previous year’s reports (approximately 44,000 in 2021) [2].
These heinous acts can have lasting effects on victims and
their families while enabling criminals to continue their abuse.

To address this critical issue, several studies have utilized
chat logs from the Perverted Justice (PeeJ) project to develop
studies for detection of content related to grooming and sexual
abuse of children and teens in conversations, especially chat
log classification (i.e., if a chat contains evidence of some
grooming). PeeJ is an online initiative that exposes individuals
involved in grooming and sexually abusing children or teens.
Adult volunteers pose as children/teens in online conversations
to identify potential predators [3].

These works mostly use a subset of the PeeJ chat logs and
other non-predatory ones, creating unique datasets. ChatCoder
was proposed in [4] to classify user communication between

predator and victim and whether a chat log has grooming
content. The authors grouped sentences into eight stages based
on keyphrases found in them. These stages are based on
the Luring Communication Theory, introduced in [5], which
identifies the stages an aggressor goes through to attract
victims in the real world. This theory has been adapted to the
digital realm in [6], enabling the characterization of the stages
an aggressor engages in through chat room conversations.

In the PAN-2012 sexual predator identification competition
[7], two challenges were conducted: grooming conversation
and grooming sentence classification. Competitors utilized
lexical and behavioral features with machine learning clas-
sifiers. For the first challenge, F1-scores up to 87% were
achieved, while the second challenge had F1-scores up to
30%. Notably, the absence of pre-existing ground-truth for the
second challenge impacted the evaluation, potentially inflating
the overall results. An updated version of ChatCoder [8] was
employed for detecting groomers and grooming sentences
using the dataset from the PAN-2012 competition. They used
decision trees and rule sets, achieving an F1 score of 39% for
grooming sentence classification.

In [9], the emphasis is on early detection of predatory
messages, explicitly analyzing the chat from its inception until
the end, aiming to detect the initial attempts at grooming
as early as possible. They propose a two-tier approach that
utilizes BERT for analyzing message windows in a simulated
ongoing chat and classifying window sequences. A hybrid
sampling approach was used in [10] to address class imbalance
in grooming detection. Combining class re-distribution, data
augmentation techniques, and a Histogram Boosted Gradient
classifier, an F1-score of 99% was achieved in the PAN-
2012 dataset. A contrastive learning approach was proposed
in [11] for classifying grooming conversations using BERT-
based model embeddings. The fusion-based classifier achieved
an F1-score of 97%.

A survey of sexual grooming was conducted in [12].
Various features such as bag of words, word embedding,
affective-based (e.g., Linguistic Inquiry and Word Count –
LIWD), statistical chat-based, and keystroke dynamics-based
features were employed in grooming analysis. Traditional
machine learning classifiers (e.g., SVM, kNN, Random Forest,
XGBoost) and deep learning models (e.g., CNN, BiLSTM)
were commonly used for grooming conversation, stage, and
sentence classification tasks. F1-scores for grooming detection
reached up to 96% in different datasets and 87% for the PAN-
2012 dataset. While grooming detection showed promising
results overall, further experiments on variable and more real-
istic data are necessary. Additionally, research in other tasks
is crucial for improving grooming detection from different
perspectives.

Most research on grooming detection emphasizes conver-
sation classification, demonstrating promising results despite
limited data. Sentence classification, primarily observed in the
PAN-2012 challenge, has room for improvement. To the best
of our knowledge, there is a lack of robust keyphrase extraction
techniques applied to grooming chat logs. Exploring keyphrase



extraction in grooming analysis can be valuable for forensic
experts to enhance detection and gain a deeper understanding
of grooming techniques, facilitating the presentation of evi-
dence in court.

B. Drug Dealing

Drug dealing has become increasingly prevalent in social
media and chat applications, such as WhatsApp, as criminals
leverage these platforms to facilitate their illicit trade. They es-
tablish connections with other criminals and potential clients,
expanding their relationship networks while employing coded
and discreet language to evade detection or dissimulate the
investigation [13].

When smartphones associated with drug dealing are seized,
forensic teams often encounter a substantial volume of chat
logs, as these devices are commonly used for personal com-
munication as well. Analyzing the entirety of these chat logs is
a significant challenge. Even when employing a predefined list
of keywords for a keyword-based search, relevant information
is not guaranteed to be uncovered. This is primarily because
criminals utilize a distinct coded language that may differ from
the selected keywords, making it difficult to identify crucial
details through conventional search approaches.

Several studies have utilized machine learning techniques
to distinguish between texts with and without drug dealing
content. In [14], a multimodal approach combining image and
text data was employed to classify Instagram posts. The study
utilized a decision-level fusion method to integrate classifiers
based on both images (GoogLeNet) and text (n-grams and TF-
IDF). Data was collected from Instagram and Google to create
the datasets. Mackey et al. [15] used the unsupervised Biterm
Topic Model (BTM) to extract text patterns and summarize
content into topics for detecting illicit drug dealings on Twitter.

Li et al. [16] compared traditional machine learning mod-
els and an LSTM approach for classifying Instagram posts
on illicit drug dealing. Using only text data (i.e., without
hashtags) achieved better results, with the LSTM approach
outperforming traditional models. In their subsequent work
[17], they employed BTM. The study examined both parent
posts and comments, revealing the presence of illicit content
in comments, even when the parent post was unrelated to drug
dealing.

A multimodal approach using heterogeneous graphs (HG)
and relation-based graph convolutional networks (R-GCNs)
is proposed in [18] for analyzing Instagram data. Graph
structure refinement (GSR) and meta-learning are employed to
enhance node representations and address limited labeled data,
resulting in improved performance. A multimodal approach
for Instagram is utilized in [19], combining a BERT model for
text classification and a ResNet model for image classification.
This approach focuses on analyzing content in profiles and
posts.

Many studies primarily concentrate on public data from
platforms like Twitter and Instagram, utilizing web scraping
techniques at various time intervals. However, in forensic
analysis, the focus shifts to extracting and examining data from

private messaging apps such as WhatsApp. There is a need for
the development of approaches that can effectively analyze the
vast volume of text messages from these messaging apps to
extract relevant information.

III. PROPOSED APPROACH

Given chats’ nature, many messages may be unrelated to
the specific context of interest. For instance, personal conver-
sations or exchanges with adults are likely to be irrelevant to
drug dealing or grooming conversations, respectively (although
they may contain indirect information about such crimes). As
a result, most chat logs within a person’s smartphone does not
pertain to contents related to criminal activities. Furthermore,
there may be a high volume of text in these chats. We employ
a supervised keyphrase extraction approach for high-volume
chat logs to address these challenges.

The purpose of keyphrase extraction is to efficiently and
succinctly extract relevant content of a text. These techniques
can be classified into different approaches [20]. Unsupervised
techniques, such as TF-IDF [21], calculate term importance
based on frequency within a document and the corpus. RAKE
[22] determines word relevance based on co-occurrence ratios.
TextRank [23] uses a graph structure to assess word strength
and similarity. Unlike the above techniques, KeyBERT [24]
employs supervised learning, using pre-trained BERT embed-
dings [25] and cosine similarity for importance and relatedness
determination.

While KeyBERT utilizes pre-trained BERT embeddings, it
does not employ finetuning. However, in keyphrase extraction
for chat logs containing criminal content, unsupervised and
supervised methods without finetuning may yield sub-optimal
results as the extracted keyphrases could include irrelevant
parts of the chat log, such as personal or professional conver-
sations that are legal. We employ a supervised method with
finetuning called JointKPE to overcome this limitation.

JointKPE, introduced in [26], is a supervised keyphrase ex-
traction approach that utilizes BERT-based pre-trained models
as its encoder. It employs two strategies, informative ranking
and keyphrase chunking, to enhance the informativeness and
phraseness of the extracted keyphrases. The BERT model
encodes a text document into a sequence of word embeddings,
which is then inputted to convolutional modules to generate
an n-gram representation. Global informativeness scores are
computed using a linear classifier and Margin Ranking loss.
Additionally, a keyphrase chunking task is performed, opti-
mizing a binary classifier to match the n-gram representation
with the annotated keyphrases in the ground truth. The loss
functions of both ranking and chunking tasks are combined to
achieve a balanced optimization between the two objectives.

The BERT encoder’s maximum document length of 512
tokens (including “[CLS]” and “[SEP]” special tokens) poses
challenges for evaluating high-volume chat logs, some of
which exceed 50 thousand words. The vanilla JointKPE ap-
proach truncates the text after 510 tokens (since two tokens
are used by the special tokens, reaching 512 tokens in total),



extracting only keyphrases for chat logs with smaller conversa-
tions, which may represent a minority of the samples (or only
extracting keyphrases from the beginning of the text). One
possible solution to alleviate this limitation is to split the chat
logs into blocks of 512 tokens and then combine the keyphrase
candidates predicted by the approach. However, this method
still evaluates candidates within local text blocks, which might
restrict the scope of JointKPE’s analysis.

To expand the scope of JointKPE, we enhance the approach
by enabling the BERT encoder to process multiple text blocks
in a single execution, extending the document length to
8192 tokens (including special tokens). The approach involves
splitting a large portion of text into text blocks of 512 tokens
and inputting each to the BERT encoder. After processing the
text blocks with BERT, we concatenate them into a single
sequence output, which serves as the input for a convolutional
layer. This augmentation increases the scope evaluated by the
JointKPE method. We can increase the inputted number of
tokens without excessive memory consumption by employing
different code optimizations, like automatic mixed precision
(AMP). For samples with more than 8192 tokens, we can split
them during both the training and evaluation stages. During the
evaluation stage, we join the keyphrase candidates and rank
them based on the outputted score. Figure 1 shows the overall
workflow of our enhanced JointKPE.

Input data

Chunk 1 Chunk 2 Chunk 3 . . . Chunk n

BERT BERT BERT BERT

CNN2Gram

Concatenated output

training

FFrank FFchunk

yes

c Keyphrase
Candidates

BCE lossMargin Ranking loss

LossKPE

Fig. 1. Overall workflow of the proposed JointKPE++ approach.

Algorithm 1 provides a pseudo-code description of the
enhanced JointKPE approach, conveniently referred to as
JointKPE++. This algorithm exhibits two main parts, with the
first part (Lines 1–8) featuring modifications in comparison to
the original approach, while the second part remains consistent
with JointKPE.

In the initial stage, JointKPE++ takes as input a document
text, denoted as DN , comprising a total of N tokens. In
Line 3, DN undergoes a segmentation into n blocks, each
consisting of m tokens, thereby producing Bn. Following
this, in Lines 4-5, each block Bi is encoded using a BERT

encoder, resulting in the creation of subsequence subseqi.
These generated subsequences, represented as subseqni , are
concatenated to yield seq (Line 7). This concatenated sequence
is subsequently fed into a sequence of convolutional modules
(Line 8). Each module is equipped with a 1D convolutional
layer having a kernel size i, used to generate scores for
various combinations of keyphrases with different n-gram sizes
(1 ≤ i ≤ k). In our experiments, we set the maximum n-
gram size as k = 7. This sequence of convolutional modules
is collectively referred to as the CNN2Gram function. The
outcomes of these modules are then concatenated to produce
outcnn.

In the second stage, the outcnn serves as input for the
informative ranking classifier (Line 9), which consists of a
feed-forward layer responsible for generating ranking scores
scoresrank for the keyphrase candidates. These scores are
employed in Lines 11-12 to compute the ranking loss lossrank.
It is noteworthy that each keyphrase candidate can appear
in different locations and contexts within the text, leading
to diverse localized informativeness scores. A max function
is used to obtain global informativeness scores for each
keyphrase candidate. Then, in Line 12, a Margin Ranking
Loss is applied to the global scores, as defined by the function∑

max(−global+ + global− + 1).
During the training phase exclusively (Lines 13-15), the

chunking loss is determined using another feed-forward layer
designed for the chunking task (Line 13). A binary cross-
entropy (BCE) loss is applied to its output. Subsequently,
the chunking loss is combined with the ranking loss to yield
losskpe – the overall loss. Finally, in Line 16, the keyphrase
candidates are obtained, returning the c best keyphrase candi-
dates ranked by their scores (from scoresrank).

IV. EXPERIMENTS

This section describes the experiments conducted to assess
JointKPE++ for keyphrase extraction in grooming and drug-
dealing scenarios. First, we detail the datasets and the ex-
perimental settings used. Next, we describe and discuss the
outcomes observed.

A. Datasets

In this section, the datasets used in our experiments are
described. We used a publicly available dataset (in English) for
the grooming study case and a private dataset (in Portuguese)
for the drug dealing study.

1) Text Mining and Cybercrime dataset: In our research on
grooming chat logs, we used a dataset developed in [27]. The
TMC (Text Mining and Cybercrime – we used the paper’s
name to specify the chat logs and annotations employed in
our work) dataset contains 288 chat logs in English from the
Perverted Justice website and is publicly available. One thing
to note is that only the sentences texted by the groomers were
annotated. However, the entire chat log is processed in our
experiments, thus simulating a real-life forensic analysis.

The authors annotated keyphrases based on eight stages of
grooming (previously applied in [4]). However, our proposed



Algorithm 1: Algorithm of the JointKPE++ approach
to support longer texts

Data: DN ; // Text with N tokens
Result: Kc, losskpe

1 m← 512;
2 k ← 7;
3 Bn ← split(DN ,m);
4 for i=1; i ≤ n; i++ do
5 subseqi ← BERT(Bi);
6 end
7 seq← concat(subseqn

i );
8 outcnn ← concat(cnn2gramk

i (seq));
9 scoresrank ← feed forwardrank(outcnn);

10 if training then
11 globalrank ← max(scoresrank);
12 lossrank ← margin loss(global+rank, global−rank);
13 scoreschunk ← feed forwardchunk(outcnn);
14 losschunk ← bce losschunk(scoreschunk);
15 losskpe ← lossrank + losschunk
16 end
17 Kc ← get candidates(scoresrank, c) ; // c

keyphrase candidates

approach does not make distinctions between these stages,
as our primary focus is on keyphrase extraction rather than
their classification. We excluded seven chat logs as some were
partially annotated, and others had no annotation. For the
remaining 281 chat logs, we formatted the data using only
the message content in sequential order for our experiments.
The chat logs varied from 274 to 73,040 words, averaging
5,683 words per chat log. Of the 281 chat logs, 271 (97.15%)
contained more than 512 words.

The keyphrases were originally available after a preprocess-
ing. For example, the keyphrase ”i want u” was available as ”i
want you”, which, in some cases, the preprocessed keyphrase
was absent in the chat log. Thus, we applied several rule-based
techniques to obtain the keyphrases in the original data. Table I
presents a comparison between the formatted and original text
for some sequence examples from the TMC dataset. It’s worth
noting that the formatted text, in certain instances, included
only the root word as the keyphrase and even different words
compared to the original text.

2) Drug dealing dataset: The drug dealing dataset is a
private dataset containing ten forensic cases, where each
case contains several WhatsApp conversations in Portuguese
extracted from a seized smartphone.

The chat log data from these cases was obtained with
the cooperation of PCPR investigators and are related to
court cases and forensic investigations. Thus, it is impossible
to publish the dataset or present significant data from the
chat logs. However, evaluating our approach in this data is
extremely important since we are testing on real data evaluated
by forensic experts.

The ground-truth keyphrases underwent validation by PCPR

TABLE I
COMPARISON BETWEEN THE FORMATTED AND ORIGINAL TEXT FROM THE

TMC DATASET. KEYPHRASES ARE IN BOLD.

Formatted text Original text

than you should go get some
sleep sexy

than u should go get some sleep
sexy

i just remembered which pictures
you were talking about

I just remembered which pics you
were talking about

how big are your nipples how big are your tits
i’d love to be sucking your nips i’d love to be sucking your nips
okay maybe a button down shirt

unbuttoned no brassiere
k maybe a button down shirt
unbuttoned no bra

what do you want to do what do u wanna do

investigators, ensuring the dataset’s reliability and the accuracy
of its annotated keyphrases. Of all the cases, only two had
less than two thousand words, while the others contained 21
thousand to over one million words. On average, each case
consisted of 218,393 words.

B. Experimental Settings

We use the AdamW optimizer with the one-cycle cosine
annealing learning rate (LR) scheduler for training. We start
with an initial warm-up and then continue with LR decrement
after reaching the value of 5e-5. Given that the datasets contain
ground-truth keyphrases with more than five words, we set the
maximum phrase length to k = 7.

Our training is performed online (batch size = 1) on an RTX
3080 with 24GB, where we employ AMP to reduce memory
consumption. The document text has a maximum number of
tokens N = 8192 (including special tokens) for the grooming
experiments. As the private drug dealing dataset data must
remain within the police force servers, we conduct experiments
on an NVIDIA Quatro RTX 4000 with 8GB and N = 3072.
For the grooming experiments, we trained JointKPE++ for 50
epochs. We evaluated it using three BERT-based pre-trained
models: vanilla BERT, RoBERTa, and SpanBERT (employed
in the JointKPE paper). However, for the drug dealing exper-
iments, we only employed the BERTimbau model [28] due to
the scarcity of RoBERTa and SpanBERT pre-trained models
for Portuguese documents, training it for 20 epochs.

For evaluation, we utilize the F1-score to assess the perfor-
mance of the K extracted keyphrases (F1@K). The predicted
keyphrases are considered correct only if they exactly match
a keyphrase from the ground-truth list. In contrast to prior
studies such as [26], [29], [30], where K values of 10 or less
were used due to the relatively limited number of keyphrases
within their datasets, we have opted for different K values
in our research. Specifically, for the TMC dataset, we have
selected K = {40, 50, 60}, while for the drug dealing dataset,
we have chosen K = {20, 30, 40}. This decision aligns with
the observation that both of our evaluated datasets exhibit a
notably higher prevalence of keyphrases. We utilize a five-
fold cross-validation approach for both datasets, ensuring a
balanced distribution of words across the folds.



C. Grooming Keyphrase Extraction

We comprehensively compare our proposed approach with
some traditional keyphrase extractors, including TF-IDF,
RAKE, and TextRank. Additionally, we compare our method
against KeyBERT, which utilizes MPNetV2 as its encoder. We
present results from various scenarios to evaluate the effec-
tiveness of our approach compared to the original JointKPE
method. Firstly, we show the performance of the vanilla Join-
tKPE approach, where documents are trimmed during training
and testing to fit the maximum token limit (i.e., 512 tokens).
Secondly, we explore the performance of JointKPE with a
joined evaluation, where training documents are trimmed, and
validation documents are split, processed by JointKPE, and
then evaluated together. Lastly, we examine the results of
the joined JointKPE approach, where training documents are
split and trained separately, while validation documents are
evaluated jointly (like the second scenario).

By conducting these comparisons, we aim to demonstrate
the superiority of our proposed approach over traditional
keyphrase extractors and its potential enhancements over the
original JointKPE method. Table II shows the overall results
obtained in the TMC dataset, including three different pre-
trained models evaluated with our JointKPE++ approach.

TABLE II
OVERALL F1-SCORES FROM DIFFERENT APPROACHES OF KEYPHRASE

EXTRACTION APPLIED TO THE TMC DATASET (IN %).

Approach F1@40 F1@50 F1@60

TF-IDF 2.89 3.46 3.99
RAKE 1.22 1.48 1.63
TextRank 5.15 6.02 6.59
KeyBERT 13.77 14.01 14.10

Vanilla BERT-JointKPE 24.70 22.01 19.91
Joined-eval only BERT-JointKPE 46.73 44.70 42.68
Joined BERT-JointKPE 52.35 50.68 48.17

BERT-JointKPE++ 66.42 67.15 65.71
SpanBERT-JointKPE++ 67.52 68.03 66.55
RoBERTa-JointKPE++ 58.32 57.93 56.13

The evaluations shed light on the efficacy of our method
in handling longer documents and its ability to provide more
accurate and informative keyphrase predictions in real-world
scenarios. The traditional keyphrase extractors showed sub-
optimal results, achieving F1 scores below 10%. KeyBERT
demonstrated better performance with an F1@50 of 14% but
still lacked fine-tuning, leading to irrelevant keyphrase extrac-
tion for forensic analysis. Moving on to the evaluation of the
vanilla BERT-JointKPE, we observed improvements even with
data trimming, achieving an F1@50 of 22%. The proposed
scenarios further enhanced the results. By splitting chat logs
during validation and evaluating the split text blocks together,
we achieved an F1@50 of 44.70%. The default approach of
trimming the remaining text after 512 tokens proved unsuit-
able, emphasizing the need for alternative strategies. In the last
scenario, we split the training chat logs to employ the entire
text data for training, while the validation stage remained

similar to the previous scenario. This change in the training
approach resulted in significant improvement, achieving the
best F1@50 of 50.68% for the JointKPE approach.

Our proposed method, JointKPE++, performed better than
the evaluated approaches. As a direct enhancement of the orig-
inal JointKPE, our approach achieved an F1@50 of 67.15%
with BERT as its encoder. We also employed different pre-
trained models, SpanBERT and RoBERTa. The best results
were obtained with SpanBERT, achieving an F1@50 of 68%,
while Roberta had inferior results, with an F1@50 of 57.93%.

D. Drug Dealing Keyphrase Extraction

In Table III, we present the results obtained in the private
dataset from the police force. We employ experiments in tradi-
tional keyphrase extractors, KeyBERT with MPNetV2 (instead
of BERTimbau since it had superior results), and JointKPE++
using BERTimbau as its pre-trained model. Unreported results
occurred when the recall was zero, indicating that no ground-
truth keyphrase was extracted, resulting in F1 scores equal to
zero.

TABLE III
OVERALL F1-SCORES FROM DIFFERENT APPROACHES OF KEYPHRASE

EXTRACTION APPLIED TO THE PRIVATE DRUG DEALING DATASET (IN %).

Approach F1@20 F1@30 F1@40

TF-IDF 0.38 0.32 0.27
RAKE - 0.57 0.44
TextRank - - 0.45
KeyBERT 0.80 0.57 0.44

BERTimbau-JointKPE++ 23.09 22.53 20.51

The dataset used in this study contained even more words
per case compared to the TMC dataset (average of 218,393
words against 5,683 words), which significantly increased the
complexity of the task, particularly for traditional methods. As
observed, these methods achieved F1 scores below 1%, and
in some scenarios, no ground-truth keyphrase was extracted.
In contrast, our approach showed promising results, achieving
an F1@30 of 22.53%.

In conclusion, the modifications employed in JointKPE++
led to significant improvements, demonstrating the importance
of fine-tuning and supporting longer texts in these types of
problems.

V. CONCLUSION

Detecting relevant information for forensic analysis in
high-volume chat logs can be challenging. Criminals often
use coded language, slang, and typos, complicating manual
searches and reducing the ability to identify all criminal
content. Traditional keyphrase extractors focus on keyphrases
representing the entire chat log, which may not capture
criminal-related messages, which are the minority of cases.

To address this issue, we use JointKPE, a supervised
keyphrase extractor fine-tuned for better adaptation to criminal
content. We also modify this approach to support long-context
texts, which we call JointKPE++. Our approach outperforms



traditional approaches, KeyBERT, and the vanilla JointKPE,
showing promising results. JointKPE++ can significantly con-
tribute to advancing research in detecting keyphrases related
to criminal activities, enabling more efficient forensic analysis
and reducing workload.

In JointKPE++, we utilize BERT in n chunks of 512
tokens, processing each chunk separately, and then concate-
nate the outputs before inputting them into a 1-dimensional
convolutional layer. However, the main limitation lies in the
input size of the convolutional layer. Because of memory
constraints, the input data must had at most 8192 tokens (i.e.,
N ≤ 8192). For longer texts, this is achieved by dividing
them into balanced samples, each with N ≤ 8192 tokens.
Each sample is processed separately, even during validation.
However, during evaluation, the candidates from every sample
(from the original input data) are considered jointly, with
candidate duplicates resolved by selecting the best score.

While this approach allows for the evaluation of signifi-
cantly longer texts (ideally speaking, an infinite amount of
text), there remains a limit in terms of sequence length, capped
at 8192 tokens (also, BERT is capped at 512 tokens), that
can be processed jointly. For further research, it is essential
to explore strategies to increase or eliminate these limits
entirely. This would enable more reliable keyphrase extraction
by considering the entire context together, extracting pertinent
information based on the entirety of the text, rather than on
separate blocks.

Furthermore, expanding experiments to include more di-
verse data is encouraged, incorporating a more comprehensive
range of chat logs from the two study cases and other criminal
activities. By doing so, keyphrase extraction research can
be more comprehensively evaluated and matured, ultimately
contributing to its effective utilization by forensic experts.
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